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There are a number of challenges caused by the large amount of data and limited resources such as memory, processing capability,
energy consumption, and bandwidth, when implementing vision systems on wireless smart cameras using embedded platforms. It
is usual for research in this field to focus on the development of a specific solution for a particular problem. There is a requirement
for a tool which facilitates the complexity estimation and comparison of wireless smart camera systems in order to develop efficient
generic solutions. To develop such a tool, we have presented, in this paper, a complexity model by using a system taxonomy. In
this model, we have investigated the arithmetic complexity and memory requirements of vision functions with the help of system
taxonomy. To demonstrate the use of the proposed model, a number of actual systems are analyzed in a case study. The complexity
model, together with system taxonomy, is used for the complexity estimation of vision functions and for a comparison of vision
systems. After comparison, the systems are evaluated for implementation on a single generic architecture. The proposed approach
will assist researchers in benchmarking and will assist in proposing efficient generic solutions for the same class of problems with

reduced design and development costs.

1. Introduction

Vision systems implemented on wireless smart cameras have
recently been the focus of research for many applications
including surveillance [1], recognition [2], traffic monitoring,
personal care [3], and industrial monitoring [4]. Often, a
number of wireless smart cameras are spread over an area
to form a network called a Wireless Vision Sensor Network
(WVSN). In the WVSN context, the individual wireless smart
camera is referred to as a Wireless Vision Sensor Node (VSN).
Each VSN consists of an image sensor, an embedded pro-
cessing platform, memory, battery or an alternative energy
source, and a wireless link. Designing a VSN on an embedded
platform is a challenging task because resources are limited
compared to those for general purpose platforms. General
purpose platforms offer greater design and implementation
flexibility; however, these systems are often considered as
being unsuitable for real time applications. Therefore, our

focus is on vision systems implemented on embedded plat-
forms. When designing a VSN for a particular application, the
designers must firstly investigate the complexity of the design,
and a failure to do this may result in both increased design
costs and a longer developmental cycle. The vision functions
can be implemented on microprocessors, dedicated hardware
such as Application Specific Integrated Circuits (ASICs), or
on programmable hardware such as Field Programmable
Gate Arrays (FPGAs).

The microprocessors are widely used as General Purpose
Processors (GPPs) and Application Specific Instruction-set
Processors (ASIPs). The general purpose processors are
focused for average performance and greater flexibility while
the ASIPs, such as the Digital Signal Processor (DSP), are
focused for specific performance and specific flexibility. The
GPPs and ASIPs are software based and it is easy to be certain
of the correctness of the code and the system performance
by means of simulations in the software. The performance of
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microprocessor based platforms is often limited as compared
to that for an ASIC and reconfigurable hardware platforms
because, in general purpose processors, every instruction
must be retrieved and decoded before execution [5].

An ASIC is customized for a specific application; there-
fore it will provide a better performance and low power
consumption but the design cost is high due to nonrecurring
engineering (NRE) and manufacturing costs associated with
small volumes. Moreover, the ASIC solutions are customized
for specific applications. Programmable logic devices (PLDs),
which include Field Programmable Gate Arrays (FPGAs),
are replacing traditional logic circuits by offering advantages
such as small size, low power, and high performance in
relation to the disadvantages associated with custom ASICs.
The reconfigurable computing allows the user to program at
alow level and supports general purpose computing by virtue
of reconfigurability [5]. The choice of processing platform for
a particular system is dependent on the performance require-
ment and constraints of the particular application. The fea-
tures including smaller cost for low volume products, recon-
figurability, and parallelism make FPGA a suitable platform
for wireless smart cameras. Therefore, in this work we will
consider complexity estimation for wireless smart camera
functions on FPGA based platforms.

Currently, the trend in WVSN is to propose specific
solutions and each solution requires a great deal of design
and development effort and cost on FPGA based platforms.
Proposing generic solutions which fulfills the needs of dif-
ferent solutions would reduce these efforts and cost. In this
way, the efforts being utilized for individual solutions can be
diverted to development of single optimized solutions. For
proposing generic solutions for existing different individual
solutions, the investigated solutions need to be implemented
on each other architectures. This requires a lot of design and
development efforts. Our goal is to propose a mechanism in
the form of complexity model and system taxonomy which
can assist the comparison of existing solutions and develop-
ment of generic solutions without the need for actual imple-
mentation. To the best of our knowledge, no model exists
which can facilitate the researchers/designers in comparison
and generalizations of different smart camera solutions.

The comparison of vision solutions is necessary for
the improvement of current research and for proposing
generic solutions within this field. In relation to the com-
plexity analysis, the arithmetic complexity, memory require-
ment, and suitability of vision functions for vision sys-
tems are investigated. To illustrate the use of a complex-
ity model, a number of actual systems have been clas-
sified with the assistance of the system taxonomy and
the resources are then estimated by using a complexity
model. After the complexity estimation, the vision systems
are compared and evaluated for implementation on a sin-
gle generic architecture. It is worth mentioning that this
paper is extended version [6]. Following this, Section 2
presents related work, Section3 describes the problem,
Section 4 presents the complexity model, Section 5 presents
the case study, Section 6 shows the comparison of the vision
systems, and Section 7 illustrates the future challenges while
Section 8 provides the conclusion.
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2. Related Work

Before describing the problem area, some of the related
work published in the literature is presented in this section.
Different solutions are proposed by researchers for WVSN
problems. Currently, the focus is on particular solutions for
particular problems in WVSN. Hengstler and Aghajan [3]
proposed an application oriented design methodology for a
VSN. However, the authors consider only the specific case
of tracking objects using a single camera and a stereovision
VSN. Dieber et al. [7] presented a formulation and approxi-
mation method for the camera selection and task assignment
in order to achieve the required monitoring activities. The
tradeoff between surveillance quality and resource utilization
has been investigated. The design aspects and software
modelling for a ubiquitous real time camera system are inves-
tigated by Lin et al. [8]. The authors divide the design aspects
into two categories, namely, the general and the application
specific. Taxonomy for a VSN is proposed by Rinner et al.
[9] based on platform capabilities, the degree of distribution
processing, and system autonomy. Some of the existing vision
systems implemented on VSNs are described and classified
according to the proposed taxonomy. In addition, some of
the challenges associated with VSNs are described. Tilak
et al. [10] classified the wireless microsensor networks from a
communication protocol perspective. Different types of com-
munication functions, data delivery models, and network
dynamics are discussed for wireless sensor networks; how-
ever, there is no discussion in relation to camera based sensor
systems. Generally, the camera based sensors produce two-
dimensional data which requires greater processing capa-
bilities, greater memory, high power consumption, and a
high communication bandwidth as compared to traditional
sensor networks. Therefore, the requirements of visual sensor
networks are different.

3. Problem Statement and State of the Art

An investigation of the related work shows that the focus
is on particular aspects of the vision systems. There is
no common mechanism for complexity estimation and for
comparison of different vision systems, which is necessary for
proposing generic solutions and the improvement of research
within this field. When comparing two different vision
systems, each of the vision system is required to be imple-
mented on the other’s architecture as depicted in Figure 1.
This requires a great deal of effort in relation to both the
design and its development. In some cases, a researcher does
not have access to another researcher’s architecture. As the
number of systems increases for comparison, it becomes less
feasible to implement all the vision systems. This necessitates
the building of a common tool, which can facilitate the
researchers in both the benchmarking and development of
different classes of vision systems. In order to meet this
demand, we have proposed an abstract model for complexity
analysis with the assistance of system taxonomy.

The mechanism that has been adopted in order to develop
this model is shown in Figure 2. The problem space is
identified, which is to propose a mechanism or at least an
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functions

abstract model for comparison of different wireless smart
camera systems. In relation to this, a number of published
vision systems, wired and wireless, individual standalone
vision systems, and vision nodes in Wireless Vision Sensor
Networks (WVSNs) have been surveyed and a large number
of functions were extracted. Similar functions were grouped
together to make an abstraction of vision functions. The
abstracted vision functions are then used to develop our
proposed system taxonomy. The vision functions are used for
building the taxonomy because the majority of vision appli-
cations in wireless smart cameras focus on target detection,
analysis, and the recognition of objects present in the field of
view [11]. The taxonomy building is an iterative process and it
can be modified to accommodate future developments within
the field so there are back and forth arrows. The taxonomy
may not be exhaustive, but it does cover both the fundamental
and the common vision functions which are required for a
wide range of VSN vision systems. The study [12] showed that
our proposed taxonomy covers 95 percent of the investigated
systems. After the system taxonomy, the complexity in terms
of arithmetic operations and memory of vision functions are
investigated for the complexity model. The complexity model
together with the taxonomy can be used for comparison and
development of a generic architecture for different classes of
VSN. The proposed taxonomy is shown in Figure 3. In this,
some of the functions are labeled by capital letters, which are
further expanded in Figures 4, 5, 6, 7, 8, 9, and 10.

The system taxonomy is grouped into 9 levels including
data triggering type, data sources, data depth, learning, stor-
age requirement, vision processing, postprocessing, output
type, and feedback. A VSN is categorized into three types,
based on how the system is triggered to start processing.

In time driven systems, the processing is performed after
a certain time duration. In event/query driven systems,
processing starts when a system is triggered by a certain
event or query. Periodic systems start processing after a fixed
duration of time. The system can receive data using three
types of sources including: area scan, line scan, or from
another system. Images can be captured in binary, grey scale,
or in colour format. Conversion from one format to another
would require additional resources. Therefore, a better strat-
egy is to capture the image in the relevant format. For some
applications, the systems learn about the environment in
order to adapt to it, while, in some applications, there is no
need for learning. Similarly, there could be a requirement for
storage in some systems in order to store frames, for example,
for subtraction, for temporal filtering, or for template match-
ing, while in others, there is no need of storage.

The vision processing level in Figure 3 shows the abstrac-
tion of vision functions which, while not exhaustive, include
typical processing functions required for VSN. After the
processing level, postprocessing occurs, which includes func-
tions for the reformatting of data, that is, compression
algorithms in order to make the output data suitable for com-
munication purposes. Note that, in general, functions have an
alternative path, which is able to circumvent them, in order
to show that they might not be required for some VSNs. A
VSN is also characterized by the output type it produces. The
output can be a matrix, vector, scalar, or flag and can be sent
directly to the user or can be used for feedback. The dashed
line represents the systeny’s flow for one experimental system,
presented in Section 5 for illustration purposes. Following on
from the system taxonomy, the complexity analysis of vision
functions used in the system taxonomy is presented.

4. Complexity Model

The complexity analysis is a challenging task due to the large
number of influencing factors such as the specific require-
ments of an application, the number of vision functions and
the external environment. There is no standard definition in
relation to measuring the vision system complexity.
However, in order to provide an abstract model, we have
investigated both the arithmetic complexity and the memory
requirements of the vision functions, employed in different
classes of VSN systems with the assistance of the system
taxonomy. The complexity analysis for some of the vision
functions depends both on the situation and on the incom-
ing data from the previous stage. Therefore, the absolute
parameter for complexity measurements is a challenging task
and it is not intuitive to draw quantitative conclusions. In
these cases, we have analyzed and discussed the suitability of
the functions for VSNs. Other parameters, such as registers
and latency, are design dependent. The abstract model of
complexity analysis is provided in Table 1. It is worth men-
tioning that for some tasks there are a number of algorithms,
each with varying complexity. In this paper, we have inves-
tigated the complexity of functions that are commonly used
in wireless smart camera systems [12]. However, in this case,
the system taxonomy needs to be updated periodically in
order to make it more exhaustive for the current systems.
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Nonetheless, this complexity model can be used together
with the system taxonomy for classification, comparison, and
complexity estimation of vision systems, implemented on

VSNs. Equation (1) is used in Tablel with the Hough
transform, while (2) is used with labelling:

p(x,y) =xcosf + ysin6, (1

2)

where memy; = (log,(CC,,,+CC_,+1))-C, mem; ooxyp =
memp,ry, and memp,ry = (2 - (log,(R))).

In (2), C represents column, R represents Row, CC,,,.
is the maximum number of connected components, CC_;
is the number of label collisions, and +1 is because the 0 is
a preoccupied label [13]. Following this, the complexity on
actual hardware is discussed.

memy,,] = MeMgyg + MeMy gogyp + MEMpATA>



International Journal of Distributed Sensor Networks

| Segmentation (B) |
T

J

Median

2 N \
| . Adaptive Region .
‘Thres‘holdmg| | thres}?ol ding | Edge based | | based | | Watershed
FIGURE 5: Segmentation in vision systems.
Filtering (C)
1
T
i | i}
Nonlinear N bt =77 Linear
|
filtering | | filtering
| I
| L]
b ___ T
! Averaging filter
| l
Order |
statistics Morphola‘gy
[
|
e, I
|
|
ul l
IBinary Greyscale
Max Min Midpoint Alpha-trimmed
FIGURE 6: Filtering in vision systems.
Intensity (D)
[
N2 2 2 2 2
Linear Logarithmic Power law Piecewise- Histogram
transform transform linear processing

FIGURE 7: Intensity transformation.

Spatial (E)
Matrix Image Image Image
transpose rotate scaling registration

FIGURE 8: Spatial transformation.

Mathematical (F)
Hough
FFT DCT DWT transform

FIGURE 9: Mathematical transformation.



International Journal of Distributed Sensor Networks

"2aTeMPIERY 10] 10139q
Arensn st uonejuawua[dwr [2A9] 31q YT,

“SAIP H{ X M “SPPR U X Ul X [ X M
SurSeroae 10 ‘se yons Ysew [YIIMm JZIS
oFewr pardnymur 9dewr ajodwos 101

“wnyjrode

Sumnaos oY) pue 9z1s MOPUIM

Jo uono2as 2y} uo spuadap
STy 9593 Jo Ayrxodurod ayf,
AIp pue “sppe

‘synur saxrnbax “Sae pajySrom
pUe ‘SAIp [ pUe "Sppe U X U
sarmbaz ysew Suria)y “3ae oy,

V'N

VN

Nq[q- M- (1 - w)] = wow

uqq- M- (1 - )] = wow

o1ISIIRIS IOPIO

reneds reaury

Suroyry
‘ue330qoy ‘pasn
U [PoT 10f SIGEIMS ue paseq JUTpOO(j/UOISISWILIT Se 'SIQ QX [ X M = Waw anbruyo9) uo Surpuads QUSIAE
j0U [[1s Inq sanbruyoay JuamdIe SutARH] PUY paseq sulpoop/uol ‘ MgxXH*xM= o P P «PIUSIIEM
ons anbruyoey a3 uo spuadog paxmbar L1owaw [euIau]
“pauTurexd
-owr) reuonjeindwod are uor3ax pue spxid yorym "UOI321 PIIs JO UOIOIAS "uoI321 PIas JO UOTII[S sseq toids
yonw axmbax sanbruos) asay, Ul I9PIO PUB PIds JO UOTI[AS o) uo spuadap azIg a3 uo spuadap azI§ Pastq Uotead
o uo spuadop Ayxaduro))
pue ‘'sppe u x 1t X Mﬁsﬂ_“umﬂe%wwhﬁ_ﬂ\h ‘suonedrdpnu L SUORIppe VN paseq a8pq
SOU © QM EF X A omwz:.zm Sunaig uw soxmbax 1 x w1 Jo Ysewr 19)[1] SNQ[q- M- (1 —u)] = wowr *
‘paxmbar st uostredwod .
‘paxmbai ‘duros pue “sa1p [ X A4 “ppe [ pUe UOISIAIP | ‘SUOT)IPPE U - U poOymOquSiau v 10} smox
poll : e - V'N JO IOQUUNU AT} ST 1 dI3YM Surpjoysaiyy, aandepy
U X uUx [ x M saambar aSewr ajorduro) saxmbai u x u Jo pooyrnoqudou
o b sq [9- M- (1 - u)] = wdw
paseq anbruypay v
‘saseo oduurs 10§ pasn st Surpjoysax suonesado [eardoy v v Surproysax
[cits 107 p I ourproysaryy, H X M axmba afeurn ajarduon V'N V'N IPIOYSaIYL,
uonejuawdag
“pasn st anbrupa) uropowr .wcouumbnsw\wzmwwﬂww anbrugpy
P s HxMan “paxmbar st a8e10)s Swrer] Surepowr punoidydeq uornoenqns JWeI]

Sursn pajerouad 10 punoidyoeq onels

‘H X M 9ZIS JO UOT)ORIIQNS dUIe]
oduurs Juapuadap anbrutpdag,

a1} uo spuadap az1§

‘uonn[osaI ageuwr
pue [oxid oy} uo spuadap az1s L10WAN

VN

$Iq g X [ X M = Wow

VN

a8e101s owrex

‘[1] a1qe10301d
ST SUTUTET) SUITUO YIIM IDYISSL]D SUTFO

yuapuadap
wpiode pue uonesrddy

‘Juapuadap
uryriodre pue uonedsddy

‘Juapuadap
wyyLioS[e pue uonedsrddy

Surures

“JeurI0} INOJ0d

*SUOT}ORIIqNS/SUOT)IPPE
9 X H X M pue suonjesridinur

‘SJUSIOIPI0I aIe ¢ pue

10 9reos £a18 Areurq ur parnydes 9q ueds v IM S}Iq JUSIDLI0D dIe SULIOJSUEI) INOJO
mmMmﬁ: do:mu__%.m mquO WGGGM%Q 6 X H X M 21mbax v EMHWH.QLMMM«X m‘z%n wow e
R : UOISI2AU0D DIDX 01 gy : :
“Kyrxarduroo d

a1} syoaye q Surpeos oxid 1ad s31q s1 g 1 1 1 éop med

‘uorjerado H

OTPWYJLIE PUE “TUSW S)O3J. [ X M JO H H

$92IN0S BJR(]

Surreog JySray dFew s Ff pue YIpIm ST M M M M
‘Pa199[3s 9q ued VN VN V'N Sus8%im vieqy

Surra88in ‘uoryeoridde ayy uo Surpuadog

SJUWUIO))

suorjerado onow Ly

Arowowr swrery

Arowawr sury

"NISA I0J suorounj uoisia jo [ppowr Arxajdwos joenisqe Uy :[ 414V],



International Journal of Distributed Sensor Networks

‘SWIIISAS
JwIr) [e31 Ul Sajeprpued pood are T
PUe “YJ] ,,Z-XIPeI NI sunyjrioS[e ise,]

‘suorjerado

HMSOIHM 0131 s900pa1 11
a[iym suonerdado (M) sexmbax
1.4 Jo uoneyuawadur 3011

00,

1q
X (¢/(H X M))T = wouwr
a8e103s SJUSIIIJI0D 104

"$11q q X [ X M = WA

‘uSrsap a3 uo Surpuadap
paxmbar sxognq Lroway

ULIOJSUBI) ISLINO, IS8,

surIojsue) SyIej

‘uonjensigax
pue Guress ‘uoryejox adewr ‘sosodsuery
XLIJeW SIPN[OUT WLIOJSUeI) STYT,

‘paurzojrad
suonerado oy uo spuadop
Ayrxardwod omjatuyLIe oy,

‘uorjensi3or ofewr pue
uoryejor apdnnur jo ased uy
$Iq g X [ X M = Wow

"anbruyoay
oty uo Surpuadap
paxmbai s1agnq L1oway

swojsue) Teneds

) EOﬁmuﬁwﬂHﬁ&Ew I0J $23IN0SaT

“pa109es Suraq Surssacoxd
ure130)sIy 10 WIOJSURI) TRIUT]

"STOAS] AJISUJUT ST T pue
spxtd f - m 10§ suq st g

VN g e
: : P I°h L a1 uo spuadap Ayrxarduro)) 7q - L = wow surer301STE]
*$302(qo 2y} jo souereadde wpuadap Juapusdap
"SJUTRIISUOD UTeIIdD )M pUe UONOW Y] UO SJUTRIISUOD $195(q0 pue wyLoSe $190(q0 pue wyoSTe N
padoraaap are suyjriode Jydrom Jy3ry Sursoduur £4q payrduuts op thHodl 0P tHHosl PREL
: : : Surures] pue uonesrddy Surures] pue uoneorddy
9q ued swyrIode Jurnyoelry,
. "paads oy ureS 03 paonpar aq ued ‘wyyLIog[e pue
ono Mwwﬁ«ﬁ“ﬂ@%%%mwwzﬁw%mw%u yo1ym sasod jo 1equunu a3 uo ‘so[dures Sururen) ‘s)2a(qo ‘uStsop uo spuadag uonTudooayg
Hq ST SRR 1S9p I L spuadap Arxardurod awmuni oy, Jo Jaquinu 3y uo spuadag
. “fyxo1dwod aynjosqe A1S juspuadap ‘quapuadap
[¢] Axardwiod spawntre mo sy 03 anp 03 sy Surduayeyd e st j1 os a3e3s uryrrode Jurures| uryyrroSye urured| uoTjedYISSe[D)

uonerado opou-uo 10j d[qeINns ST N AS

2Injewrtur ue je [[11s ST p[oy SIYT,

surypewr pue uonedrddy

suryoew pue uonedrddy

‘[T “c1] £31a018 JO o13UD pue ‘eoIE
x0q Jurpunoq yySioy yYipm ‘uonisod
apnpour sarnjedy Jo sad4y yuaragiq

*$309(qo jo
971s pue Joquunu Yy} uo puadap
UOTIB[NOTED 2INJLIJ UT PIAJOAUT

V'N

's399(qo jo ou x ((*D
hy)xewr) “Gop = **Muwrawr
*$122(qo Jo ou x (Murp-g

+ (Mwmnurs)-7) = *wew

UOT}ORIIXS 21N)ed]

‘[¢1] Buroqer Juauodurod

"s309(qo
syuowaanbar Ayrxarduron) jo0u XNZNME R,
"adewr 9y} UT $302(qo Jo ToquUNU ((2) 299)

SIqQ X H X M = Wou

ue ‘oz1s afew ‘wyjiode ayy uo VIVAuraw 4 40300 g Sureqe

awr) [ear 10§ pairayaid st ssed ofdurg www:o dop Aoy mmwou uSWEME«« ‘yoeoidde [eorssepd uf + 40w = Pwow P9
“SJUSTUA[D
Surmyonas jefy Jo Arepunoq
“WNWIXeW PUe WNWIUTW JO UOTJOU >3 w0 syurod 3o JoqUINT

3y} uo paseq St yorym sadeuwur aeds £o13 - %Ew%og S oh.u: \wy A:MEVO VN Nq [q- M- (1 —u)] = wow ASoroydiow ayess £a15
0} papua)xa st A3ojoydiowr [eorjeWISY eI Jry . dwos swnun bt
SwyILI03[e UOISOId pue uone[i]
. (4O/ANY)

(HM) O st saeurt omy suonerado u x wi sxmbar u x w V'N sq (9 M- (1 —u)] = wow £3oroydiowr Lreurg

Jo uonerp jo Ayxopduroo awm) uni oy,

YSeW e [)IM UONB[IP PUB UOISOI]

Sjuswrtao)

suonerado onowIIy

Arowowr awery

Arowawr aury

‘panunjuo)) [ 41dV],



International Journal of Distributed Sensor Networks

"spaysIaem [ed13ojoydiow Surajoaut sanbruy»a) 10§ usAIS d1e UOHEIUIWSIS PAYSINEM 10§ SHUIWIIMNDa1 A1owawr YT, *SwIojsues} YSNOR] 0§ UWN]0d
ot ut uaArd are Jurssadoid Teqord Surajoaut uoneiuswdas paseq 98pa 10§ syuswaIMbar L1owaw Ay, “Jurssadoxd [eso] Surajoaur sanbruyda) 107 uaAIS ore uoneIUIWs paseq aFpa 10 syuswAIMbAI A1owaw YT,

“Ayiqereae
a1} Jo asnedaq pa1rdfaid st 2105 g1

EZIS

oFewr se [[om se sjuajuod e
pue wryyrrodye oy uo spuada(q
"2A0QE PassSNISTP

are Yym M pue 10d
uo paseq st uorssarduroo £ssog

‘pasn Suraq
$2100 [ 2y} uo spuada(y

‘pasn Suraq
$3100 JT a1} o spuada(g

“pasn Guraq
$3105 J Y3 uo spuada(g

"pasn Suraq
§3105 J a3 uo spuada(y

Cowwwoh&ﬁﬂou SSI[SSO]

uorssaxduod £sso

Surssasoirdysog

‘uornjoAuod Sursn

urIojsuer) Y3noy e pue [Gz] [eIUaUIaIOUT
‘ssopro1idiynur “paseq aury apnyoUL
SUONN[OS JUIAIIS dwog “suoneindurod
xa[dwoo sarmbax wiroysuen ySnoy ayf,

‘poyouw
posn A[opm e st paseq Suryry ‘spoyouw
uonejuawa[dwr JUSILYIP 218 313Y],
‘Gurssasord

ad.

10J AT0MIOUT ST *“WISW PUE SIUSIIIFI0D
pandwosaid 10§ L1owowr st P wawr

‘wypiode urjoa

e 3ursn (g7 jo o[3ue ue ym
s1oppe N I'T pue suonestdnnur
TN €°7 $21mba1 967 x 957 Jo

az1s 9euwur ue (1) Susn £q syurod
21n3edJ 901 Sunemored 10
"Pa3oaes

Suraq poyjow a1y uo spuadap
Ayrxardwos onouryiLIe ayT,
‘suonIppe

968 pue suorjedTdnnuu

$201 saambar 1D 8 X §
-2 3o uorejuawa[duur 10211(]

"[s7] sorSue

JO Ioquunu ST Y pue ageuwr

Areurq e ur spoxid orozuou

JO ORI ST.LAIYM Y X (,H
X M)MDS X T x4 X H X M
'SIQ g X [ X M = Waw

SNQ QX H X M = Waw

-Gurssasoxd
Yooiq rrexed jo ases ayy uy
'SIQ QX H X M = W

‘suone1ado a)erpawIaIuT 10§
paxmbaz s1ognq Aroway

*stox1d Jo Joquunu oy} ST

N PUe SMOI JO IaquInu 3y}
ST T 9IOUYM g X N X T = WA
QX M x N = wow ~yporq
exid st N x N pue sjiq
JUSIOLJI0D 1€ §3Iq dI3YM
N X Nx siq = ¥ wow

uriojsuer} ySnoy

ULIOJSUEI) JO[OABM J2I0SI(]

urIojsuet) aurs0d 9121581(J

Sjuswrto)

suonerado orewIIy

A1owowr awery

Arowawr aury

"panunuo)) : ATAV],



International Journal of Distributed Sensor Networks 9
Post-
processing (G)
N l N2
Lossless Lossy
compression compression
FIGURE 10: Postprocessing.
TABLE 2: Vision functions on software and hardware platform.
Vision functions T_AVR32 (ms) T_FPGA (ms) P_FPGA (mW) E_ AVR32 (m]) E_FPGA (u))
Background subtraction 332.5 19.91 0.34 25.7 6.76
Segmentation 225 19.91 0.13 17.4 2.58
Morphology 2327 19.97 114 180.3 22.76
Low pass filter 202.5 19.91 0.18 15.6 3.58
Labelling and features 2610 19.91 2.7 202.3 53.76
ITU-T G4 compression 345 19.97 1.42 26.7 28.35

4.1. Complexity on Different Processing Platforms. Early
vision processing tasks such as background subtraction,
spatial filtering, have inherited parallelism. This parallelism
can be exploited by using either a hardware platform or
processors with multicores. With the advancements in tech-
nology, parallel machines with multicores have now spread
from supercomputing to embedded computing. The recent
evolutions of parallel machines have drawn the attention of
researchers. There is a great potential for the multicore sys-
tems to be used for WVSN as the raw performance increases
come from the increasing number of cores instead of the
frequency. This approach will result in low power consump-
tion [14]. However, there are different challenges in exploiting
the parallelism in this emerging technology. The challenges
include the parallel programming techniques, compilers for
these architectures, and the management of memory hier-
archy. The available vision libraries on uniprocessors are
required to be tailored for multicore processors in order to
exploit the parallel nature of image processing operations
such as spatial filtering [5, 15].

The implementation of vision processing on reconfig-
urable platforms offers performances which are competitive
with ASICs and, at the same time, providing flexibility in
relation to design changes. In WVSN, the application require-
ment is often to capture the data for a particular time and then
switch the node to a sleep mode so as to conserve the energy.
This low duty cycling approach is suitable when the platform
has a small sleep power. With the advent of FLASH based
FPGAs with a small sleep power consumption [4] and devel-
opment of techniques to use SRAM based FPGAs [16] effec-
tively for duty cycle applications, the reconfigurable platforms
are the choice of WVSN with regard to data intensive tasks.
Uniprocessors such as embedded processors are commonly
employed for vision processing because of the availability
of ready-to-use libraries. In our previous work [17], a system
has been implemented on both software and hardware plat-
forms.

The functions of this system can be used in this case
to provide a comparison of the processing complexity on
the software and hardware platforms. By software, we mean
microcontroller implementation and by hardware, we mean
FPGA implementation. The vision functions used in the
system include background subtraction, segmentation, mor-
phology, filtering, labelling, feature extraction, and compres-
sion. For background subtraction, the background is stored in
the initial stage in the FLASH memory and then subtracted
from the current frame. After this, manual segmentation is
applied in order to segment the objects from the background.

In morphology, a 3 x 3 erosion followed by dilation is
applied and, in low pass spatial filtering, the previous binary
frame is stored and then subtracted from the current frame
to remove the unwanted objects. In labelling and feature
extraction, objects are first assigned unique labels after which
features information in the form of area and centre of gravity
is calculated. The input sample image used in this experiment
is shown in Figure12(a). The input image used for this
experiment has a size of 640 x 400 and contains real objects in
the form of magnetic particles. These particles are used to pre-
dict failure in hydraulic machines. The processing time and
energy consumed by each of the vision functions are given in
Table 2. The processing time of these vision functions on the
software and hardware platforms is represented by T_AVR32
and T_FPGA, respectively. The power consumption of each
of the algorithms on the hardware platform is represented by
P_FPGA, the energy of the software platform is represented
by E_AVR32, and the energy consumption on the hardware
platform is represented by E_AVR32. Table 2 shows that
the vision functions require a small execution time on the
hardware because of inherent parallelism as compared to the
software platform. This results in a small energy consumption
on the hardware platform. It must be noted that implement-
ing more vision functions on the hardware will require both
high design and development time.

On the contrary, the software platform has both a small
design and development time because of the availability of
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FIGURE 11: Algorithm flow for particle detection.

ready-to-use libraries. Depending on the requirements and
constraints of the application, it is possible to select any of
the platforms.

4.2. Energy Consumption. For battery operated wireless
smart camera systems, the lifetime is an important con-
sideration [3, 18, 19]. Battery lifetime can be extended by
reducing energy consumption. The energy reduction can be
achieved by reducing the processing time and/or the average
power consumption. Processing time can be reduced by
efficient implementation techniques and by introducing high
performance embedded platforms. The power consumption
in embedded platforms can be categorised into dynamic and
static power. Dynamic power depends on the design and is
related to switching signals from 0 to 1 or vice versa. Static
power is related to power consumption when there is no
switching on the signals and it is a function of the physical
implementation. The dynamic power consumption is given

by

denamic = Cfvjd’ (3)

where C is capacitance, f is frequency, and Vy, is voltage.

In some applications, the peak performance is not always
required so the operating frequency can be reduced for the
time during which the node is in low performance node
[20]. This will linearly decrease the power consumption as
is evident in (3) shown by symbol f. However, in some real
time applications, the timing constraints of the system may
be violated by lowering the frequency. When the frequency
is reduced for a design, requiring the same performance all
the time, the frequency reduction would not affect the energy
consumption because the design would take a longer execu-
tion time with a small frequency. The two factors, namely, the
design complexity and voltage scaling, can offer a reduction
in energy consumption. The design complexity is related to
the capacitance C and voltage scaling is related to Vg, as
shown in (3).

On system level, the voltage and frequency parameters
for VSN’s architecture are fixed [2, 4, 19, 21] because the
components such as the interconnection between the devices,
lighting, and memory require a fixed voltage. However, other
alternatives such as better duty cycling approach, in node
processing and suitable devices with low active and sleep
power consumption can be investigated for extending the
battery lifetime. For in node processing, complexity infor-
mation of vision processing algorithms can be investigated
with the help of proposed complexity model. This complexity
information can be used as input for preimplementation

evaluation tools such as Xilinx Xpower estimator [22] and
Altera Early Power estimators [23] for power measurement
and resource utilization before actual implementation.

Following this, we will investigate a number of systems as
a case study in order to provide a comparison of the vision
systems. For this purpose, we will use the system taxonomy
in order to identify a common class of systems with respect
to the experimental system. After classification, a complexity
model is used for resource estimation and then the vision
systems are compared for implementation on a single generic
architecture. The description of the experimental system is
now provided.

5. Case Study: Particle Detection

To demonstrate the use of the system taxonomy and com-
plexity model, a vision system [4], which we have developed
for failure prediction of industrial machines, is selected as
a reference system. The main focus in this system is to
develop image processing/analysis methods to automatically
detect magnetic particles, which are detached from machines
and then transmit the information of these particles over
a wireless link to the user. The vision function flow is
shown in Figure 11 and the images at different stages of the
algorithm are shown in Figure 12. By employing the approach
of partitioning the vision functions between the VSN and the
server [4], the vision functions such as image capturing,
background subtraction, segmentation, filtering, and post-
processing function, that is, ITU-T G4 compression, are
performed on the VSN.

The compressed data is transmitted to the server in order
to process the remainder of the vision functions. This system
is classified by using the system taxonomy, depicted by means
of a dashed line in Figure 3. The extended functions are
shown with labels such as A for storage and B for segmenta-
tion. After the system classification, the complexity of vision
functions is analyzed with the assistance of the complexity
model of Table 1 and the outcome of this analysis is concluded
in Table 3. After the classification and complexity analysis
of the reference system, the architecture for this system
is presented. In Section 6, we will identify systems with
similar requirements with the assistance of taxonomy and will
evaluate the target architecture for their implementations.
In this manner, a single generic architecture can be identi-
fied/proposed for systems with similar requirements.

5.1. Target Architecture. The target architecture is presented
in Figure13 which includes a CMOS Micron Imaging
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FIGURE 12: Images at each algorithm step.

TABLE 3: Arithmetic complexity and memory estimation of reference VSN.

Functions Line memory Frame memory Arithmetic operations Comments

Data triggering N.A. N.A. N.A. Time driven.

Data sources ‘I/;I/. i ?;(1)(()) VI;I/. i ZL(L)?) N.A. Area scan, 640 x 400.

Data depth b = 8bits. b = 8bits. b = 8bits. Grey scale, 8 bits.

Frame storage N.A. me:;zf: (()) O>(<) t?gx 8 N.A. N.A.

Frame NA NA 640 x 400 = 256000 Background image is stored in

subtraction o o subtractions/additions. FLASH memory.

Segmentation N.A. N.A. 640 X.400 - 2560‘00 Manual thresholding is used.

comparison operations.

Filtering mem = [(3_1.)'640‘1] - 640 400> 9 = .2304000 For a mask of 3 x 3 being used, 2
Binar 1280 bits. N.A AND operations. line buffers are required for dilation
Mo oy mem = [(3-1) 640-1] = o 640 x 400 x 9 = 2304000 OR S o on

phology 1280 bits. operations. )
mem = [3-640-1] = . . .
. 1920 bits 3 line buffers The ITU-T G4 is used which Objects are in a .Whlte colour. and

Postprocessing . . . . the background is black so bilevel

for coding and Internal includes arithmetic . .
lossless - N.A. . ITU-T G4 compression scheme is
. memory are required for operations for run length o
compression used, which is a lossless

storing 2 (27) + 2 (64) +
13 Huffman codes.

coding and entropy. compression method.

sensor, MT9V032, and can be programmed through an 12C
interface for different resolutions in real time. The camera
has a maximum clock frequency of 26.6 MHz and is able
to produce 60 frames per second. For vision processing, the
Xilinx Spartan6 XC6SLX9L FPGA [28] is selected, which has
5720 logics, having 32, 18 Kbits block rams and 90 Kbits dis-
tributed rams. The vision functions include capturing, back-
ground subtraction from a frame stored at the initial stage
in the FLASH memory, segmentation, filtering, and ITU-T
G4 compression.

A serial FLASH memory [29] of 64 Mbits is used for
background storage. For handling transmission, a software
platform SENTIO32 [4] is used which has a 32 bit AVR micro-
controller, AT32UC3B0256 [30] and an IEEE 802.15.4 compli-
ant transceiver (CC2520) [31]. In the proposed target archi-
tecture, the FPGA has 12.5 mW static power and a dynamic

power of 16.92 mW for the design, which includes algorithms
such as background subtraction, filtering to remove noise,
segmentation, and compression, the AVR32 microcontroller
has 775 mW active power, the camera has 160 mW, and the
radio transceiver has 132 mW. By evaluating this architecture
with a small static power consumption such as 5 yW, which
is claimed in FLASH based ACTEL AGL600V5 FPGA [32], a
greater lifetime can be achieved for the VSN. It is concluded
[18] that a VSN with this architecture results in a lifetime of
approximately 5 years for a sample period of 1.5 minutes.

Tipping Points of Failure. It is important to know the
conditions under which the architecture fails to offer the
desired functionality. This happens because, at some point,
the resources available on the architecture could not accom-
modate the expected design. By looking at a number of factors
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such as clock frequency, memory, logics, communication
among devices, and field of view, it is apparent that the clock
frequency could not be a failure point in the architecture
when there are no real time constraints. Depending on the
speed, the clock frequency may increase or decrease the frame
rate. For example, by lowering the clock frequency from
26.6 MHz to 13.3 MHz for the proposed target architecture
in Figure 13, the frame rate is reduced from 60 to 30. It is
important to note that in real time systems, where the timing
constraints are important, it could result in a failure of the
system. The architecture will fail to offer the required func-
tionality and performance when the available resources, that
is, internal memory, external memory, and logics are limited.
Suppose, in the experimental system, the image sensor is
changed to a size of 2000 x 3000 and the vision function,
low pass filtering of Figure 10, is moved from the server to the
VSN. This function requires the storage of a complete binary
image in the internal memory in order to perform the opera-
tion. The complete binary image for the specific resolution
would require 5859.37 Kbits in the internal memory, while
the total internal memory available is 576 Kbits (32, 18 Kbits
block rams). Similarly, when the RGB image is required to be
stored for background, it would require 137.32 Mbits and the
total available FLASH is 64 Mbits.

The communication among different devices, that is,
hardware, software, and transceiver is important for a stable
architecture because different devices are running at different
speeds. There is a requirement to select a suitable size buffer
in order to handle device communication, failing which could
cause overflow/underflow for the data in a pair device. In real
time systems, this could cause system failures in the systems.
One of the critical factors of a VSN is the coverage area of
the image sensor. A VSN is able to monitor a limited number
of objects within the field of view and the missing of some
of the objects may lead to a failure of the system, that is, in
surveillance applications.

6. Comparison of Vision Systems

A comparison of different vision solutions is essential for the
improvement of the current research work. In a traditional

method of comparison, the systems under consideration
must be implemented on each other’s architecture. Suppose
we have selected six sample systems (V1, V2, V3, V4, V5, and
V6). The system V1, selected as the reference system, must
be compared with the other five systems. In the traditional
approach, depicted by Figure 14, five systems (V2, V3, V4,
V5, and V6) must be implemented on the reference system’s
architecture. Similarly, the reference vision system is required
to be implemented on the corresponding architectures of
the five vision systems. This requires a significant amount of
design effort and time. When the reference system is changed,
the aforementioned process is repeated once more. It means
that, for comparing N systems, (N — 1)> implementations are
required. By employing the system taxonomy and complexity
model for comparison, the need for actual implementation
can be circumvented. This approach is depicted in Figure 15.
The six systems (V1, V2, V3, V4, V5, and V6) are firstly clas-
sified by using the system taxonomy to identify systems with
similar functionality with regard to reference system V1.

The systems such as system V5 and V6, having different
functionality, are dropped from any further investigation. In
this way, larger problem space is reduced to a smaller one.
After classification, the complexity model is used to gen-
erate complexity parameters, that is, arithmetic complexity,
memory resources, and device selection, that is, processing
platform, radio transceiver, and microcontroller for control
functions. After the comparison, a single generic architecture
can be proposed or an existing architecture can be employed
for real implementation.

6.1. Example for Comparison of Systems. In this example, an
actual vision system V1 [4] is compared with the other five
systems (V2 [2], V3 [26], V4 [27], V5 [21], and V6 [19])
by using our proposed approach of Figure 15. We need to
identify the systems which have similar functionality with
respect to system V1. After this, the complexity model is
used to estimate the resources and then a single generic
architecture is evaluated for these systems.

Systems Classification. The systems are firstly classified by
using the system taxonomy, and based on those systems
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FIGURE 15: Comparison of vision systems using proposed model.

having a common functionality, are grouped into one class.
By looking at all six systems, it is concluded that systems
V2 [2], V3 [26], and V4 [27] have similar functionality with
respect to V1 [4]. The common functionality is classification
on binary data because vision functions include background
subtraction, segmentation, spatial filtering, and segmenta-
tion. The system V3 [26] is placed in this group because
its vision functions are similar to those of the reference
system V1, but background storage is not used by the authors.
This is, however, required for real time implementation. The
vision systems V5 [21] and V6 [19] are dropped from further
investigation because in V5 [21] the background is updated
periodically and in V6 [19], and the system does not use seg-
mentation function which converts data into binary format.
The taxonomy showed that these systems do not involve
classification on binary data. Therefore, these systems cannot
utilize the architecture, proposed in Section 5.1.

Resource Estimation. Following the system classification, the
resource requirements for the systems are estimated by using
the complexity model. After this, the Xilinx synthesis tool
[28] is used to generate the resource information, that is, logic
and memory. The arithmetic operations are converted into
logics per sample; for example, for subtraction with 8 bits
pixel, 9 logics are required and the total logics of the design
include logics for arithmetic, synchronization, and compres-
sion. The logics used for the synchronization of data are
considered to be similar for systems when the pixel depth and
line size are similar; otherwise, they were obtained separately
from the synthesis tool. The line memory (L_LMEM), frame
memory (F_MEM), and logics are in close proximity with
respect to the reference system V1 resources. Therefore, the
systems are evaluated for implementation on a single archi-
tecture.
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TABLE 4: Cost and performance parameters of different systems.
. . . . Implement
DY mgesse LNEM TR A ol e s e o Mo
architecture?
V1 [4] 640 x 400 4480 2048000 5120000 1873 4.9 32 32 59.5 15.2 v/
V2 [2] 640 x 480 1920 7372800 614400 1221 2.1 11.5 21 25 7.6 N
V3 [26] 320 x 240 960 0 384000 1824 1.0 0.0 31 N.A. N.A. N,
V4 [27] 640 x 480 1920 7372800 614400 1221 21 11.5 21 1.3 0.4 v
V5 [21] 128 x 128 N.A. N.A. N.A. N.A. N.A. N.A. N.A. 41 0.06 X
V6 [19] 640 x 480 N.A. N.A. N.A. N.A. N.A. N.A. N.A. 57 1.7 X

Evaluation on Single Generic Architecture. Following the
resource estimation, the investigated systems are evaluated
for implementation on a single generic architecture. We can
develop a new architecture or can use the existing architecture
of Section 5.1 which is suitable for all of these systems. In these
systems, the approach used by the system V1 can be employed
in which vision functions such as background subtraction,
segmentation, spatial filtering, and binary compression are
implemented on VSN.

The compressed data is transmitted to the server for
further processing. In Table 4, the percentage of resources
used by each system is given with respect to the resources
of architecture, presented in Section 5.1. The proposed archi-
tecture has 5720 logics, 32, 18 Kbits block rams, and 90 Kbits
distributed rams. The systems V1 [4], V2 [2], V3 [26], and V4
[27] have resource requirements within the range of the archi-
tecture’s resources and can therefore be implemented on the
target architecture.

The performance parameters of different systems, given
in Table 4, show that the system V1 has a greater sampling
pixel frequency of 15.2 MHz. The pixels frequencies for other
systems are given for their respective older implementations,
which can be scaled to 15.2 MHz when implemented on the
architecture of Section 5.1. This demonstrates that, with the
assistance of our proposed approach, the system complexity
can be easily estimated and a number of systems can be com-
pared without the need for actual implementation. After this,
a single generic architecture can be proposed for the same
class of systems. This concludes that taxonomy together with
complexity model can be effectively used for classification
and comparison of solutions which in turn helps in proposing
generic solutions.

7. Future Research

With the advancement in technology, the multicore proces-
sors are expected to grow in the future within the field of
embedded vision systems. There are a number of challenges
in employing these parallel machines directly for WVSN
applications. The vision functions available for software
implementation were developed for single processor plat-
forms. These algorithms must be redesigned to exploit the
parallelism. The early vision functions such as background
subtraction and temporal filtering require data storage in
an external memory. These tasks require the processing

architecture with faster storage, high bandwidth memory
interfaces, and data buses. To reduce the memory latency,
the embedded multicore systems are required to have Direct
Memory Access (DMA) based data transfer so that the cores
are executing the tasks and data transfers between various
modules such as cores, internal memory, and external mem-
ories are handled by DMA [15]. This will create new design
challenges in relation to creating parallel programs for multi-
core systems. To extend the battery lifetime, suitable dynamic
frequency scaling and voltage scaling techniques must be
considered for the VSN architecture.

8. Conclusion

In this paper, we have presented an abstract model for the
comparison and generalization of vision solutions for wireless
smart cameras, with the assistance of system taxonomy. To
develop this model, we have performed a detailed analysis of
the vision functions, used in the system taxonomy, in order to
predict the arithmetic complexity and memory requirements.
To illustrate the use of the proposed model, we have analyzed
a number of published systems as a case study and classified
them by using the system taxonomy. Following this, the
resources have been estimated with the assistance of the com-
plexity model. It has been demonstrated that the proposed
model helps in comparison of vision systems without the
requirement for any actual implementation. After compar-
ison, a single generic architecture can be proposed for the
same class of vision systems. This work may not be exhaustive;
however, it will provide an abstract reference model for
benchmarking and development of efficient generic solu-
tions.
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