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 hree-dimensional television (3DTV) is a hot topic 
for  multimedia researchers, producers and con-

sumers [1]. While traditional, glass-based stereoscopic 
3D is steadily making its way from the movie theaters 

into our living rooms, novel 3D display technologies 
are emerging. Autostereoscopic multiview displays 
are set out to remove the drawbacks of stereoscopic 

representations and present a more immersive 3DTV 
viewing experience. Instead of just one stereo view 
pair, such displays provide up to 128 separate views, 
enabling a realistic “look around” feeling without the 
necessity of disturbing glasses [2]. 

Since it is not practical to transmit a large number 
of views, new video representation formats have been 
introduced. In particular, the Multiview-Video plus 

Depth (MVD) format [3] considers a small set of 
views (e.g., 2 or 3) together with corresponding scene 
depth information. A typical view with its corre-
sponding depth map is shown in Fig. 1(a). This depth 
map provides the necessary data to generate arbitrary 

views using Depth Image Based Rendering (DIBR) [4] 
as shown in Fig. 1(b). With depth information and 
projection matrix P, containing the projective relation-
ship between original and virtual camera view, we 
can project any pixel b from the original video frame 
onto position b’ for a new, virtual video view. Per-
forming this projection for every pixel creates a virtu-
al point of view. In theory, it is possible to create any 

arbitrary view from a single frame and its depth map. 
However, in practice, parts of the virtual view are not 
visible in the original frame. Therefore, virtual views 
are synthesized from a combination of input frames. 
Fig. 1(c) shows how DIBR can be used to feed a 5-
view multiview display from two inputs. 

The quality of the virtual views, and hence the 
quality of the 3DTV experience, relies heavily on the 

depth map accuracy. Unfortunately, acquiring depth 
is not always straight-forward. While for computer-
generate imagery (CGI) the depth information is 
available directly from the modeling software, depth 

map acquisition for natural scenes is more tricky.  
It is noted that depth maps have a piece-wise 

smooth value distribution. They consist mainly of 
large uniform and smooth areas, corresponding to 

coherent objects, and sharp value transitions, corre-
sponding to jumps in depth between objects. For the 
application of DIBR two facts are important: First, 

misaligned depth transitions will lead to rendering 
artifacts in the virtual view. And second, missing 
depth values will lead to holes in the virtual view. 

In this article, we introduce the interested reader to 
the field of depth map capture for 3DTV applications. 

Three main depth sensing concepts are presented: 
Passive stereo analysis, active stereo analysis, also 
known as structural lighting, and dedicated depth 

sensors, i.e. Time-of-Flight cameras. These three con-
cepts and their combinations form the majority of 
3DTV depth sensing approaches. We address their 
individual pros and cons and put them within respect 
to each other. Thus, this article serves as guideline for 

aspiring 3DTV content creators, as well as reference 
for experienced professionals. 

PASSIVE STEREOVISION ANALYSIS 

The most common and most established depth sens-
ing concept for 3DTV is passive stereovision analysis 
[5]. Computer vision algorithms look for correspond-
ing image features in two or more camera views. 
Considering an array of cameras at different posi-
tions, a 3D scene is projected slightly different onto 
each image plane. The difference between two corre-
sponding points is called disparity and gives a meas-
ure of depth. This concept is illustrated in Fig. 2(a), 
where the offsets u1 and u2 yield disparity δ = u1–u2. 
With baseline B, the distance between the cameras, 
and focal length f we acquire depth z with the basic 
intercept theorem, 
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As shown in Fig. 2(b), close objects have a larger dis-
parity than more distant parts of the scenery. This 
approach has the advantage that we generate depth 
maps directly from multiview video. No additional 
equipment is needed to capture depth. Furthermore, 
Stereo3D is already an established content format. All 
major 3D movie releases of the last decade are availa-
ble in Stereo3D. Depth information gained by passive 
stereovision analysis makes this content fit for 
autostereoscopic 3DTV, while still supporting con-
ventional Stereo3D. 

Anyhow, there are a few things one should consid-
er before creating MVD content with passive stereovi-
sion. First of all, stereovision analysis is highly com-
plex and may be challenging to run in real-time on 
platforms with limited processing capabilities. Alt-
hough the first multi-camera real-time applications 
have already been announced [6], depth estimation is 
not well suited for live production at this time.  

Second, stereovision algorithms can only create 
depth for points visible in both views. If parts of the 
scenery are occluded in one view, it is impossible to 
establish any correspondence. This leads to “depth 
shadows” around foreground objects. Areas without 
depth information are shown in Fig. 2(c). The size S of 
the shadow in each view is based on the stereo base-
line B, the foreground distance D, and the distance G 
between foreground and background, 
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Third, capturing cameras have a finite pixel resolu-
tion. If 3D points are projected on the same pixel co-
ordinates, we get a quantization error in depth. This 
error ∆� is related to the camera baseline B, focal 

length f and the capturing pixel width γp [5]. 
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Finally, stereovision analysis relies on detecting 

common points in both views. This is usually done by 
a combination of feature and area detectors. Feature 

detectors look for corners, edges or distinctive lines 
for robust but sparse depth information. Area detec-

tors consider windows around each pixel to deter-
mine similarity between views if no features could be 

detected. Therefore, it is highly important that all 
capturing cameras are precisely matched and color 

corrected. However, stereovision analysis still fails if 
there is not enough or not distinctive enough infor-
mation available in the actual scene. Low texturized 

areas, e.g. a white wall, or repetitive structures, e.g. 
tiling, result in ambiguous correspondences which 
will yield erroneous depth estimates.  

The first two points, complexity and depth shad-
ows, are best addressed in post production, where 

more relaxed time constraints are imposed. Sophisti-
cated image processing and stereovision analysis 
algorithms [5] generate high quality depth maps, 

including filling solutions for “depth shadows”. The 
depth quantization error can be addressed by adapt-
ing your camera setup to the scene requirements, i.e. 

narrow baseline for close content, wide baseline for 
distant content. Unfortunately, low or repetitive tex-

tures are not so easily handled. However, active ste-
reovision can provide the solution for this problem. 

ACTIVE STEREOVISION ANALYSIS 

For active stereovision analysis we replace one “pas-
sive” camera with an “active” light source, projecting 
a predefined structure, e.g. a line grid, on our scene. 
This projection is usually done in a part of the light 
spectrum not visible to the human visual system 
(HVS), i.e. infrared (IR), so the actual content is not 
disturbed. The geometry of our scene distorts the 
light structure. We can compare the distortion to the 
original pattern with an IR camera and get the depth 
information based on correspondence matching and 
triangulation similar to passive stereovision analysis. 

While the projected light pattern simplifies corre-
spondence matching for low or repetitive texture, we 
introduce a new constraint, the viability of the pro-
jected light pattern. First, the projection has to be 
powerful enough. If the projector is too weak, the 
target area too far away, or if there is strong IR back-
ground illumination, i.e. sunlight, the pattern will be 
too weak for detection. Second, the target area has to 
be within the feasible region for the used light pat-
tern. If the target is too close, the light pattern might 
have overlaps. If the target is too far, the distance 
between distinctive points of the light pattern might 
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be too big for coherent depth estimation. Altogether 
active stereovision analysis is limited to indoor appli-

cation within a predefined depth range. 
Another important point is to capture the corre-

sponding multiview video. Unlike passive stereovi-
sion, active stereovision provides only depth and 
additional video cameras are required to generate 

MVD content. One solution is to combine IR projec-
tor, IR camera and video camera all in one device. In 
recent years this approach gained a lot of interest due 

to the introduction of the Microsoft Kinect sensor, 
shown in Fig. 3(a), with many fascinating applications 

for 3DTV [7]. However, since we still have two differ-
ent viewpoints, the “depth shadow” problem still 
exists, as the Kinect depth map in Fig. 3(c) clearly 

shows. This problem can be reduced with dedicated 
range sensors. 

DEPTH FROM DEDICATED SENSORS 

The last depth sensing approach discussed in this 
article is the use of dedicated range sensors. Such 
sensors measure the time-of-flight (ToF) of a light 
beam. There are two different types of ToF sensors: 

Pulse runtime sensors, shown in Fig. 4(a), where a 
pulsed wave is sent out and a clock measures the time 
that has passed until the reflected signal is received. 
Such sensors deliver depth accuracy between 10-
20mm for distances of up to a few hundred meters. 
However, they have a low temporal resolution due to 
the pulsing scheme, which makes them unsuitable for 
3DTV content creation. The other type, continuous 

wave sensors, shown in Fig. 4(b), measures the phase 
shift between a modulated wave signal and its reflec-
tion. The sensor sends out a cosine modulated signal 
s(t). Based on the standard equations for light propa-
gation, we can determine the depth z of an object 
based from the phase shift Φ of the received reflected 
signal r(t) [8]: 
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For reliable ToF readings we have to make sure 

that the intensity of the received signal is strong 
enough. This intensity is called active brightness and 
shown in Fig. 4(d). Areas with lower active brightness are 

equal to a larger depth error, since the sensor does not get 

enough information to determine the phase shift[9]. The 

active brightness depends on the optical power and 
travelling distance of the sent signal as well as the 

sensor exposure time.  
Continuous wave ToF sensors are predestined for 

real-time 3DTV capture. They have a depth accuracy 
of around ten millimeters and a maximum distance of 
about ten meters and are well suited for real-time 

3DTV capture. Also, they can capture up to 60 depth 
maps per second, without any time intensive corre-
spondence matching in post production. Unlike pas-

sive stereovision analysis, they deliver reliable and 
accurate depth information in low or repetitively 

texturized areas and suffer less from shadowing, as 
shown in Fig. 4(c). 

Similar to active stereo, current ToF sensors still 

require additional video cameras to capture MVD 
content. Yet, recent developments show the possibil-
ity of video and depth from the same sensor. In 2012 

Samsung presented a combined color video plus ToF 
chip, capable of capturing 1920x1080 (Full HD) video 

and 480x270 depth values [10]. However, this chip 
still shows the drawback of ToF sensors: The limited 
spatial resolution compared to modern video camer-

as. Due to the capturing architecture and the need for 
high active brightness, the size of each capturing pixel 
element is rather large [8]. Therefore, upscaling algo-

rithms are required to match the multiview video 
resolution. ToF depth upscaling is a very active re-

search field, with many different approaches. Most 
solutions share the common idea to utilize texture 
information from the video cameras for the depth 

upscaling process. Matching depth and video also 
guarantees the important correspondence between 
object borders and transitions in depth. The EU FP7 

project SCENE has investigated many of these ap-
proaches and summarized solutions for texture-

guided real-time ToF upscaling in 25 frames per se-
cond (fps) or faster [11]. 

COMPARISON & CONCLUSION 

In this article, we have reviewed three depth sens-
ing approaches for 3DTV. The characteristics of each 
approach is summarized in Table I and further dis-
cussed below. 

First, passive stereovision can create “ready-to-
use” MVD content. Active stereovision and ToF depth 
require additional video sources. Not only do you 
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need additional cameras, but you also have to make 
sure that video and depth are matched on the same 

viewing angle. This could either be done by projec-
tion, thus requiring precise camera calibration and 

creating “shadowing” artifacts, or by optical beam-
splitters, thus reducing the available light by one f-
stop. Further solutions exist for ToF, e.g. the com-

bined Samsung video plus depth sensor mentioned 
above and shared camera optics for video and ToF 
sensors [11]. 

Passive stereovision is also more flexible in terms 
of environmental limitations. Active stereovision 

solutions perform badly in outdoor scenarios with 
lots of background IR radiation, i.e. sunlight. ToF 
sensors perform slightly better, but reach their full 

potential in controlled indoor lighting scenarios, i.e. 
TV studios. 

In terms of real-time capabilities, passive stereovi-

sion has some drawbacks. If you aim at live produc-
tion, e.g. sport events or news, you might run into 

timing problems with passive stereovision analysis. 
Active stereo and ToF are the better choice here. 

Regarding your actual content, you have to choose 

carefully for passive stereo, otherwise you run into 
problems. Occluded parts of your scenery will lead to 
“shadows” in the depth map and low or repetitive 

textures will create erroneous depth readings. ToF 
sensors and active stereovision have no problems 

with different textures. In case of ToF, integrated 
video plus depth solutions also eliminate the shadow-
ing problem. The key problem of current ToF sensors, 

the limited spatial resolution, can be solved with tex-
ture guided upscaling.  

In terms of temporal resolutions, all approaches 

are limited by the frame rate of the capturing camer-
as. Typical frame rates for video are 25fps, current 

ToF sensors support up to 60fps. Please note that this 
is not a limitation per se for stereovision. You can 
always chose cameras with higher frame rates. Any-

how, ToF sensors are already capable of High Frame 
Rate (HFR) capture. 

The final point, depth sensing range, is especially 
interesting. In passive stereovision you can adapt to 
your scenery by adjusting the camera baseline and 

have no theoretical limit. For active stereovision you 
have to make sure that your light pattern is distinc-
tive enough. Therefore you have a lower and upper 

limit, e.g. 1.2-4m for the Microsoft Kinect solution. For 

ToF capture you have to make sure to get enough 
reflected light on your sensor, so you depend on the 

optical power of your light emitter. A typical range 
for ToF capture is up to 10m [12].  

Summarizing, we can conclude that, outside the 
controlled environment of TV studios, you will have 
to reside with passive stereovision analysis and all its 

shortcomings, at least for the time being. Active stere-
ovision analysis can overcome some of those limita-
tions, but only in controlled environments. However, 

ToF sensors are the better choice for real-time 3DTV 
content in a controlled environment. They deliver the 

more accurate depth readings with the least limita-
tions on the capturing scenario.  

Looking into the future, it is hard to predict which 

depth sensing approach will become the number one 
choice. Most probably, there won’t be just one solu-
tion. Combinations of passive stereo and ToF appear 

promising, especially since conventional Stereo3D are 
already established. New research trends of video + 

depth with shared optics, or even on one single chip 
will be interesting to follow. 

However, these solutions are still in the future. 

With this article you now have a good understanding 
of the requirements and challenges for 3DTV content 
creation can start producing content tomorrow. We 

wish you the best of luck! 
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 (a) 

(b) 

(c) 

Fig. 1. Example of a video frame and its corresponding 8Bit depth 

map (a). Point-to-point projection between original and virtual 

view (b). DIBR multiview generation from two input streams (c).

 

 
 
 

 
 
 
 
 
 
 
 
 
 

 

. Example of a video frame and its corresponding 8Bit depth 

oint projection between original and virtual 

view (b). DIBR multiview generation from two input streams (c). 

(a)
 

 
(b) 

Fig. 2. The relation of depth and disparity between two views (a). 

Closer objects have more disparity 

Depth shadowing due to background occlusion (c).
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(a) 

(c) 
 

The relation of depth and disparity between two views (a). 

Closer objects have more disparity than background objects (b). 

Depth shadowing due to background occlusion (c). 

 



 

 

(a) 

(c) 

Fig. 3. The Microsoft Kinect structural lighting

ing color video (b) and depth (c), based on the IR pattern shown in (d

 

 

 

 

 

 

 

(a) 

 (c) 

Fig. 4. Pulse runtime (a) and continuous wave (b) ToF principle. 

Continuous wave ToF depth (c) and active brightness (d) signal.

 

 (b) 

(d) 

Kinect structural lighting solution (a): Captur-

ing color video (b) and depth (c), based on the IR pattern shown in (d). 

 

TABLE

DEPTH SENSING APPROACH 

 

Video source provided 

Requires controlled environ-

ment 

Real-time capability 

Occlusion/shadowing problem 

Low/repetitive texture problem 

Upscaling required 

Frame rate 

Typical depth sensing range 

● = yes | ○ = no | ○ ●

 

(b) 

 (d) 

Pulse runtime (a) and continuous wave (b) ToF principle. 

Continuous wave ToF depth (c) and active brightness (d) signal. 
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TABLE 1 

PPROACH COMPARISON 

Passive 

Stereo 

Active 

Stereo 
ToF 

● ○ ○/● 

○ ● ● 

○/● ● ● 

● ● ○ 

● ○ ○ 

○ ○/● ● 

Typical 25 fps ≤ 60fps 

No limit 1.2 - 4m ≤ 10m 

 = no | ○/● = sometimes 


