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Three-Dimensional (3D) videos are using their success from cinema to home enter-
tainment markets such as TV, DVD, Blu-ray, video games, etc. The video quality is
a key factor which decides the success and acceptance of a new service. Visual qual-
ity will have more severe consequences for 3D than for 2D videos, e.g. eye-strain,
headache and nausea.

This thesis addresses the stereoscopic 3D video quality of experience that can be
influenced during the 3D video distribution chain, especially in relation to coding,
transmission and display stages. The first part of the thesis concentrates upon the
3D video coding and transmission quality over IP based networks. 3D video cod-
ing and transmission quality has been studied from the end-users’ point of view by
introducing different 3D video coding techniques, transmission error scenarios and
error concealment strategies. The second part of the thesis addresses the display
quality characterization. Two types of major consumer grade 3D stereoscopic dis-
plays were investigated: glasses with active shutter (SG) technology based display,
and those with passive polarization technology (film patterned retarder,FPR) based
display.

The main outcomes can be summarized in three points: firstly the thesis suggests
that a spatial down-sampling process working together with high quality video com-
pressing is a efficient means of encoding and transmitting stereoscopic 3D videos
with an acceptable quality of experience. Secondly, this thesis has found that switch-
ing from 3D to 2D is currently the best error concealment method for concealing
transmission errors in the 3D videos. Thirdly, this thesis has compared three major
visual ergonomic parameters of stereoscopic 3D display system: crosstalk, spatial
resolution and flicker visibility. The outcomes of the thesis may be of benefit for 3D
video industries in order to improve their technologies in relation to delivering a
better 3D quality of experience to customers.

Keywords: 3D, 3D TV, video quality, Quality of Experience, video distribution,
crosstalk, flicker.
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Three-Dimensional (3D) image viewing was first introduced in the 19 century by a
British scientist, Sir Charles Wheatstone, who invented the stereoscope. Nowadays
inspired by the rapidly increasing popularity of 3D movies, 3D videos and appli-
cations have been included within many fields, e.g. telecommunication, video con-
ferencing, advertising and exhibitions, health care, medical diagnosis, city planning,
mechanic and architecture designing, etc. This is particularly the case in the present
home entertainment market 3D related products, for example 3D TV, DVD, Blu-ray,
video games, mobile phones, etc. are becoming more and more popular.

In relation to presenting 3D videos, a number of techniques have been invented
[Alatan et al., 2007], e.g. stereoscopic [Bruls et al., 2007], multi-view [Merkle et al.,
2007], volumetric [Favalora, 2005], holograph [Yoshikawa & Yamaguchi, 2012]. The
stereoscopic 3D (S3D), the focus of this thesis, is most widely used in current movie
industry and 3DTV broadcasting. A 3DTV broadcasting service has already been in-
troduced in several countries over recent years. Internet online video service providers,
e.g. Youtube, have also offered S3D video services over the internet. The 3D video is
ever closer to the lives of ordinary people.

& ' & ' & ( ) * + , - . / 0 1 2 3 1 0 4 + 5 6
The perception of 3D depth from stereoscopic 3D videos is based on the manner in
which the human brain and eyes work. Most humans beings have two eyes looking
at the world from two slightly different, horizontally spaced angles [Wheatstone,
1838]. In a similar manner, as Fig. 1.1 shows, the S3D videos present viewers with
two images (i.e. two perspectives of the same scene) having a slight spatial shift of
viewpoint, a.k.a. binocular disparity. Each eye will only see one of the two pictures,
the Human Visual System (HVS) will then make use of the disparity, to create a sen-

1



2 Introduction
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sation of 3D depth in the brain. However this stereoscopic viewing is an unnatural
viewing situation and any incorrect presentation will cause visual fatigue or even a
headache and nausea etc. [Hoffman et al., 2008].& ' & ' W ( ) * + X 1 5 X + , 4 2 + Y - 4 + 5 6 3 Z . + 6
A whole 3D TV end-to-end system can be illustrated as a chain as shown in Fig. 1.2.7 8 9 : ; < = > [ ? J @ N 8 T < E T 8 I B ; 8 O : B 8 E F D C M 8 F >

Firstly, a 3D content can be generated from either the capturing of a real world
scene by cameras, or by computer generated imagery, or by being converted from
2D content [Grau, 2004; Tam & Zhang, 2006]. Secondly, the content can be stored
and represented in different 3D formats, e.g. stereoscopic [Bruls et al., 2007], holo-
graph [Yoshikawa & Yamaguchi, 2012] and multi-view(multiple stereoscopic view
pairs) [Alatan et al., 2007; Merkle et al., 2007; Ozaktas & Onural, 2007]. The transmis-
sion of 3D content will require more bandwidth than 2D videos, and the network
itself also has different constraints on the bandwidth depending on network condi-
tions, which may vary locally and over time, therefore it is necessary to compress
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the formatted 3D video before sending it through the network. After transmission,
the video will be decoded and rendered according to the 3D format, then it will be
shown on 3D displays and, finally, users will perceive the videos through HVS and
thus generate the 3D depth sensation in the brain.& ' & ' ( \ + X 1 5 ] - . / + 4 ^
The video quality is important when delivering videos, especially for new services
such as 3DTV, and an experience of any unpleasant visual quality will have more
severe consequences for 3D than 2D e.g. eye-strain, headache and nausea (”sea-
sickness”) [Ukai & Howarth, 2008]. Therefore, the quality of experience (QoE) is a
key parameter which will dominate customers’ acceptance of 3DTV.

QoE is defined in [Le Callet et al., 2012]: ”the degree of delight or annoyance of
the user of an application or service. It results from the fulfillment of his or her ex-
pectations with respect to the utility and / or enjoyment of the application or service
in the light of the user’s personality and current state.”

In relation to 3D video distribution, the QoE can be influenced by quality arte-
facts introduced in each stage of the above mentioned 3D video distribution chain.
For instance, in the content capturing stage, the misalignment of cameras and im-
proper calibrations may give rise to artefacts such as geometry distortions, temporal
offset and colour mismatch, etc. [Docherty & Koch, 1993]. During the coding pro-
cess, artefacts mainly are caused by coding techniques and the degree of compress-
ing [Punchihewa & Bailey, 2002]. The transmission errors, e.g. packet loss and de-
lay, will certainly affect the delivered videos quality [Mu et al., 2009; Meenowa et al.,
2010; Pinson et al., 2010]. Finally, the displays will introduce artefacts depending
on the technologies, such as crosstalk [Woods, 2011], flicker [Watson & Ahumada,
2012], and resolution [Heynderickx & Kaptein, 2009] [Kim & Banks, 2012] etc.

The aim of this thesis is to investigate stereoscopic 3D video quality of experience
that can be influenced during the 3D video distribution chain, especially in the cod-
ing, transmission and display stages. The outcome of this thesis is to produce tools
or recommendations for the 3D video industries in order to improve their technolo-
gies such that a better delivery of the 3D quality of experience to customers can be
achieved.

This thesis has its focus only on the stereoscopic 3D video quality. The first part of
the thesis is restricted to the 3D video coding and transmission quality over IP based
networks, which refines the related research work referring to the source coding,
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transmission, and decoding stages in Fig. 1.1. The second part of the thesis addresses
the last stage of the 3D distribution system chain, specifically the display quality
characterization. Two types of major consumer grade 3D stereoscopic displays (ac-
tive shutter eye-glass technology based and passive polarized eye-glass film type
patterned retarder (FPR) technology based display) are investigated in this work.

While the additional dimension of a 3D video provides the user with an immersed
experience it also brings new issues and challenges.& ' _ ' & ` 4 1 2 1 5 , 3 5 0 + 3 ( ) * + X 1 5 3 5 X + 6 a . 6 X 4 2 . 6 , b + , , + 5 6 c - . / + 4 ^
Problem 1: Today the network bandwidth and resources for transmitting videos

normally is limited, especially for full HD resolution S3D videos (close to dou-
ble amount of the data transmission bitrate required for HD 2D videos). There-
fore, how to efficiently deliver a 3DTV service has become one of the major
concerns. Compress coding, on one hand, is commonly used to reduce the re-
quired video transmission bitrate; on the other hand, it inevitably introduces
visual artefacts. Therefore, there is always a trade-off between the amount of
bandwidth that can be saved (compression degree) and the amount of degra-
dation on the visual quality.

Goal 1: To investigate the impact of coding artefacts on users’ 3D QoE and identify
an efficient coding approach and compression degree for 3D video delivery
with an acceptable QoE.

Problem 2: Apart from the artefacts introduced by the source coding, the transmis-
sion network in itself often introduces errors e.g. delay or packet loss. The
impacts of network errors on 2D video quality have been discussed in many
studies e.g. [Mu et al., 2009; Meenowa et al., 2010; Pinson et al., 2010]. In rela-
tion to 3D case there is still a lack of research. As the perception of S3D videos
is different from that for 2D videos, the influence of network errors on the user
experience with regards to 3D quality will be more complex than is the case for
2D videos.

Goal 2: To investigate the impact of transmission errors on the 3D video quality of
experience and propose an suitable error concealment method for 3D videos.

Problem 3: Another challenge for 3D videos is how to accurately measure and eval-
uate the perceived video quality by the end-users. For 2D videos, many subjec-
tive measurement methods have been standardized [Recommendation, 2012b;
ITU-T, 2008]. However when dealing with 3D videos, the concept of QoE is re-
quired to be expanded by considering multi-dimensional aspects. In addition
to the traditional concept of video quality, other aspects such as depth quality,
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visual comfort, etc. must also be considered. Therefore, it has become neces-
sary to develop a reliable means of measuring 3D QoE.

Goal 3: To investigate the subjective methods for measuring users’ 3D QoE and
work towards establishing a reliable subjective test method for 3D videos.& ' _ ' W ` 4 1 2 1 5 , 3 5 0 + 3 ( ) X + , 0 / . ^ ] - . / + 4 ^

Problem 4: The traditional concept of sharpness, colour, resolution, etc in 2D dis-
plays are not any more equal than that perceived by a human in relation to
the 3D watching condition; there are, additionally, new issues specifically in-
troduced by 3D display technologies, for example crosstalk and flicker. These
will all affect the performance of 3D displays and thus the user’s 3D experi-
ence. Therefore all these display characteristics must be given significant at-
tention and be addressed with regards to 3D displays.

Goal 4: To characterize the stereoscopic 3D display system quality, investigate and
verify the measurement methods for 3D display systems.

This thesis is organized as follows: an introduction of 3D video quality and evalua-
tion methods is provided in Chapter 2. The investigation of coding and transmission
impact on the 3D video quality of experience is discussed in Chapter 3, the display
quality study of glasses with both active shutter based 3DTV and also with passive
polarization based frame pattern retarder 3DTV is described in Chapter 4. A con-
clusion and future work is given in Chapter 5. Author’s publications in the related
fields are appended at the end of thesis.

Four publications (one journal paper, three conference papers) with the author’s con-
tributions are included in this thesis.

• Paper I: The author actively contributed to the development of the ideas, prepa-
ration and design of the subjective experiment, and data analysis, 30% of the
writing of the manuscript and the final presentation at conference were con-
ducted by the author.

• Paper II: The author was involved in the idea development, video processing,
simulation, subjective experiment, data analysis and additionally the paper
was written by the author with suggestions and comments from co-authors .
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• Paper III: Based on the experiment results from paper I and II, the author
contributed to the idea development, data analysis and writing of the paper
with suggestions from co-authors.

• Paper IV: The author contributed to the display system measurement, data
analysis and the 50% of the writing of the manuscript.



This chapter starts with an introducing to the basic knowledge with regards to the 3D
perception related human vision system in section 2.1, then follows with video and
image quality model and its evaluation methodologies in section 2.2 and section 2.3.

Human perception of a 3D world is based on various depth cues which can be di-
vided into monocular and binocular cues.

The monocular depth cues refer to the depth sensation that can be perceived by
a human even with only one eye. The depth perception from 2D images or videos
are mainly due to monocular depth cues. The major monocular cues are:

• Motion parallax: when a subject moves with respect to the environment or vice
versa, a different angular velocity exists between the line of sight to a fixed
object and the line of sight to any other objects in the visual field [Graham,
1965]. For example when running in the street, the closer objects pass quickly
while far away objects appear to be stationary.

• Occlusion: closer objects block other objects that are behind them. One of the
important occlusion cues is T-junction, that is edges of farther objects disappear
when closer objects are in front.

• Accommodation: the ability of the eyes to change the optical power (focus
length) which is used by human brain for interpreting depth.

• Perspectives: Parallel lines appear to converge at a faraway point i.e. vanishing
point. For example looking at railway lines, the two lines appear to be closer
and closer with the increasing visual distance.

• Shadow: the shadow provides cues with regards to the shape of the objects
and their position in space.

7



8 3D Image and Video Quality

• Size: closer objects appear bigger than distant objects.

Fig. 2.1 shows an example of 3D depth perception from monocular cues. The per-
spective cue and size cue cause people to feel that the bigger objects at the left side
are closer to them, and from left to right objects are becoming further and further
inwards the paper. The shadow cue provides the feeling that the text objects have
thickness (depth) and are standing onside the paper. The occlusion cue (the small
green tree logo at right side is slightly blocked by the text ”o”) provides the feeling
that the text ”o” is in front of the tree.

Shadow Perspective Size
Size
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When a comparison is made in relation to the monocular cues described above,

the more powerful depth sensation is constructed by binocular cues [King, 2009]
that are perceived by two eyes looking at the scene from two slightly different, hor-
izontally spaced angles. The stereoscopic 3D videos make use of this principle by
presenting viewers with two images which have a slight spatial shift in relation to
their viewpoint i.e. two perspectives of the same view, that give rise to visual reti-
nal disparity. Each eye will only see one of the two pictures. The Human Visual
System (HVS) will then group objects together in the two images, extract distance
information from them and then create a sensation of 3D depth. However this type
of stereoscopic viewing condition provided from the current S3D system is an unnat-
ural viewing situation as compared to reality, and any improper presenting may lead
to visual discomfort such as eye-strain, nausea,etc. one of the major differences be-
tween the natural 3D viewing condition and stereoscopic 3D is the conflict between
accommodation and vergence [Schreer et al., 2005], as shown in Fig. 2.2.

If the display is taken plane as a reference position, when a 3D depth sensation
is perceived in front of the display (pop out from the screen, crossed disparity), two
eyes move inward to each other, this is called convergence. Whereas the 3D objects
are perceived behind or inside the display (uncrossed disparity), two eyes move out-
wards to each other so as to compare the eye position on the reference plane, i.e. eye
diverging from the display plane. In a natural viewing situation when eyes verge to
an object, the accommodation is also adjusted to focus on the object they have fixed
on at the same point. However for stereoscopic 3D view condition, this becomes
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a conflict, because the accommodation makes the eyes focus on the display plane
while the vergence of the object is in front of or behind the display [Suryakumar,
2005]. On the contrary a recent research from Japan [Hori et al., 2011] shows the
conflict between accommodation and vergence does not occur and therefore there
is no difference between natural 3D vision and stereoscopic 3D vision in terms of
accommodation and convergence.

In addition to the depth sensation and visual comfort issues raised by S3D videos,
the traditional concept of image and video quality is different from the 2D to the 3D
case. For example, the perceived resolution or detailedness of S3D videos may affect
the users’ experience differently when compared to the same image characteristics
in traditional 2D videos. The research conducted by Heynderickx [Heynderickx &
Kaptein, 2009]shows that a human can perceive more details from 3D images than
2D images with the same spatial resolution.

Image or video quality is the degree of excellence of the image or video [Dictio-
nary, 1989]. The evaluation of the quality can normally be divided into two classes:
subjective evaluation and objective evaluation, as illustrated in Fig. 2.3.

The subjective evaluation of video quality is based on the end-user’s subjective
experience of the watched video, called quality of experience (QoE) [Le Callet et al.,
2012]. Although the individual subjective opinions from different users may vary,
the mean of a panel of observers are usually a stable and reliable measure. How-
ever the subjective method is time consuming and expensive. The Objective quality
evaluation method is a mathematical model which can automatically calculate, eval-
uate and predict video quality. It is developed, on the one hand, to overcome the
disadvantage of the subjective method, while on the other hand, it is to approxi-
mate the accuracy and robustness of the subjective results as much as is possible.
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The traditional objective model, as shown in Fig. 2.3, measures video quality from
the physical properties of the video itself, and thus the measuring is directly based
on the video. Therefore, the model is not complete as it misses the consideration
of the human visual system. An improved version is to add an additional model
which could simulate HVS, and takes the video physical properties as inputs, thus
the output of the improved objective model, ideally, can be close to the subjective
results.

Engeldrum [Engeldrum, 2000] developed a model to evaluate image / video
quality. The model describes a relationship between quality of experience and tech-
nology variables into several measurable steps as shown in Fig. 2.4. The QoE can
be influenced by the technology variables during each stage of 3D video distribu-
tion chain. For instance, in the capturing stage the technology variables can be the
camera type, the baseline distance of stereoscopic camera, etc. The coding tech-
nology variables can be the coding techniques, and the degree of compression. In
transmission stage, the technology variables can be different networks, streaming
technologies and transmission systems. For the display, the variables could involve
autostereoscopic technology, using glasses which are active shutter based or passive
polarization based stereoscopic display technology, etc. In order to discover a reli-
able way of evaluating perceived video/image quality, it is important to determine
a relationship between the quality and technology variables. However it is difficult
to find a direct and reliable link between them because the QoE involves the inter-
action between human visual characteristics and technology variables. Engeldrum’s
model breaks the relationship between QoE and technology variables into several
measurable steps, as shown by the square block shown in Fig. 2.4. There are also
three ellipses that describe the relationship between the steps (square blocks). These
ellipses can normally be mathematically modelled. For example, the system model
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can be used to predict physical parameters from the technology variables; according
the knowledge of HVS, visual algorithms can be developed to simulate how a human
visual system translates physical image characteristics into perceptual attributes; fi-
nally, objective quality model can be developed to predict customer’s quality rating
by taking the input from the subjective perceptual attributes.

S3D video is based on a pair of 2D videos, therefore it has certain similarities
with the 2D video. Many of the developed 2D quality algorithms can also be par-
tially applied to S3D videos. However, due to the 3D depth perception of HVS, there
are differences between 2D videos and S3D videos. The new features and issues that
3D videos have brought must be addressed carefully when developing S3D quality
models. Some new features in 3D video, particularly depth perception due to binoc-
ular disparity, may bring positive add-on values to the perceived video quality. This
added value may be expressed in terms of sense of presence and naturalness [IJssel-
steijn et al., 2000; Seuntiëns et al., 2005]. Some negative values can be also brought in
by S3D such as visual discomfort [Ukai & Howarth, 2008]. Therefore it is important
for 3D quality model to include all these 3D features.

The studies [IJsselsteijn et al., 2000; Seuntiens et al., 2003, 2006, 2007] showed
that during the subjective evaluation, when using the traditional scale ”image/video
quality”, the added value of 3D depth was not visible from viewer’s voting. Kaptein
etc. [Kaptein et al., 2008] based on Engeldrum’s model, proposed a new model for
S3D quality evaluation as shown in Fig. 2.5(a).

In Kaptein’s model ”naturalness” is used to assess the overall quality of S3D im-
ages or videos. The traditional term of ”image quality” from the original Engel-
drum’s model becomes more related to the 2D quality rather than an overall 3D
experience, therefore, in addition to the ”image / video quality”, other aspects of
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S3D videos, such as 3D depth, have to be considered separately.

An alternative means of assessing the S3D video quality of experience is shown
in Fig. 2.5(b). The term of ”General 3D quality of experience” is used in the quality
circle to express the overall performance of S3D videos. The 3D features are inte-
grated as a part of the perceptual attributes, and together with other 2D attributes,
end-users can evaluate their overall video experience according to these perceptual
attributes. These quality models can be used for the development of subjective mea-
surement methods for the evaluation S3D video QoE, and the detailed discussion is
described in section 2.3.2.

In this section, some major standard subjective evaluation methods for 2D videos are
described in 2.3.1, and then the development of subjective methods for 3D videos
are discussed in 2.3.2.W ' ( ' & ` 4 . 6 X . 2 X ` - Y u 1 3 4 + * 1 v * . / - . 4 + 5 6
Subjective assessment is commonly used to measure users’ quality of experience.
For the evaluation in 2D, many standards, which specify test procedures, viewing
conditions and data analysis methods have been used over the years in small and
large scale evaluations, e.g. by the Video Quality Experts Group (VQEG) [VQEG
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et al., 2009], ITU-R Recommendation BT.500-13 [Recommendation, 2012b] and ITU-T
P.910 [ITU-T, 2008]. The three most common used test procedures are: Double Stim-
ulus Impairment Scale (DSIS), Double Stimulus Continuous Quality Scale (DSCQS),
and Absolute Category Rating (ACR). These are described as follows:

• The Double Stimulus Impairment Scale (DSIS)is defined in the ITU-R Recom-
mendation BT.500- 13 [Recommendation, 2012b] as indicated in Fig. 2.6. Pairs
of videos are presented to subjects. The first ”Video A” in Fig. 2.6 is always
an unimpaired video as a reference and ”video B” is an impaired video which
is to be judged against the reference. Subjects rate the quality of ”video B” ac-
cording to the amount of impairment they perceive. The rating normally uses a
five level impairment scale, where the highest score, five, means the processed
video is indistinguishable from the reference, and the lowest score indicates
very annoying impairment.
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• The Double Stimulus Continuous Quality Scale (DSCQS) as specified in ITU-

R BT.500-13 [Recommendation, 2012b] is illustrated in Fig. 2.7. In contrast
to DSIS, where the unimpaired reference video is always presented first, in
the DSCQS method subjects see a degraded sequence and its corresponding
unimpaired reference sequence in a random order and the observers are not
informed which one is the reference in the video. The videos are shown to the
subjects sequentially with one repetition as shown in Fig. 2.7. After watching
the video pairs twice, observers are asked to give their opinion scores on each
of the videos. The opinions are on a continuous quality scale from 0, repre-
senting the ”worst” quality, to 100, representing the most ”excellent” quality.

• The Absolute Category Rating (ACR) method is standardized in ITU-T P.910 [ITU-
T, 2008]. Unlike DSCQS and DSIS, ACR is a single stimulus method. Viewers
only watch a video once and then give their rating on the watched videos.
ACR-HR (absolute category rating with hidden reference video) method is
a variation of the standard ACR. The hidden unimpaired reference video is
mixed together with other processed videos, then all the Processed Video Se-
quences (PVS) are presented to viewers without knowing which one is the ref-
erence. The voting scale of ACR method is illustrated in Fig. 2.8, where ”1”
presents bad quality and ”5” presents excellent quality.

Since each video in the test set plays only once, the single stimulus based
method is time-saving as compared to double stimulus based methods, and
therefore is capable of collecting more votes from subjects. This allows for the
testing of a broader variety of different stimuli conditions. The double stimu-
lus based methods are time consuming because the same reference sequences
are played many times, however, it make it easier for the viewers to be able
to distinguish small differences in video quality. Hence, there is a trade-off
between the accuracy gain from double stimulus methods and the time gain
from single stimulus methods. The selection of test methods should be made
according to the different application requirements.
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Although it is the case that for 2D videos many subjective evaluation methods have
been standardized, in relation to 3D videos,determining a reliable way of measuring
end-users 3D experience is still an ongoing process in many standards organizations.
One international recommendation BT 1438 [Recommendation, 2000] concerning the
subjective assessment of stereoscopic television pictures was published in 2000. This
document suggests that BT.500-13 [Recommendation, 2012b] can be applied for S3D
subjective assessment methods, but it does not identify and address the type and
visibility of artefacts peculiar to stereoscopic images. Another recommendation ITU-
R BT.2160 [Recommendation, 2012a] suggests that visual comfort, image quality and
depth quality are major perceptual dimensions which must be assessed. However, it
does not offer any means of measuring these three major perceptual dimensions.

The present subjective evaluation of 3D images and video sequences today is, in
general, based on two trends.

• The first evaluation method evaluates the overall visual experience of the 3D
videos, where subjects consider both 2D and 3D perceptual attributes all to-
gether as judgment criteria. Hence, only one dimension scale is voted on by
the subjects. This method matches the quality model proposed in Fig. 2.5(b).
The one scale model, ideally, should measure the complete general 3D video
quality of experience, which is useful, particularly when assessing the degree
to which 3D technologies outperform or underperform the 2D technology in
general. However, in reality, it is difficult to determine what is actually being
measured and what quality aspects subjects are taking into account when they
are voting during the subjective test. 3D videos have only recently been in-
troduced to the consumer market, and for the majority of end-users 3D is still
new, thus the concept of video quality may still stay, in relation to their percep-
tion, with 2D video quality with which they are familiar. Therefore, another
method for guiding subjects to discover new features in 3D videos is described
below.

• The other method of assessing 3D videos uses multiple scales, for example, the
three major perceptual attributes: image/video quality, depth quality and vi-
sual comfort. This matches Kaptein’s quality model described in Fig. 2.5(a).
The scale in relation to the video quality in second method is closer to 2D
videos quality which are generally familiar to the majority of subjects. The 3D
features e.g. depth quality and visual comfort can be evaluated by subjects in
separated scales or by means of questionnaires. The multi-scale quality model,
on the one hand, can clearly indicate the features and the added values of 3D
video, while on the other hand, it is still not clear how each individual scale is
weighted, i.e. how important these 3D features are, and how much they can
contribute to the general video QoE.
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In chapter 2 the video quality model was briefly introduced as were the methods

to measure the QoE, while in this chapter use is made of the knowledge gleaned
from the previous chapter, and an investigation is conducted in relation to 3D video
QoE and how QoE can be influenced by coding and transmission stages in the 3D
video distribution chain (see Fig. 3.1). This chapter starts with an introduction of the
S3D signal format, 3D coding schemes, coding artefacts and transmission artefacts
on videos, after which the lists author’s major contributions are listed in section 3.5.

Stereoscopic 3D video signals have several formats, in general they can be divided
into two categories:

• full resolution stereo (e.g. frame packing, frame sequential) ;

• frame compatible format (e.g. side-by-side, top-and-bottom);

The full resolution format 3.2(a) allows each individual view of the S3D to have
full of their original resolution, the amount of data carried in each frame is approxi-
mately twice that for a 2D video frame. As for the frame compatible format, shown
in Fig. 3.2(b) and (c), the left and right images are grouped into a single 2D video

17
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frame, and hence the spatial resolution is halved either in horizontal or vertical di-
rections, but the amount of video data requiring to be processed and transmitted has
remained the same as for the 2D videos. The frame compatible format offers the pos-
sibility of using an existing 2D video transmission and encoding/decoding system
for delivering S3D videos without the necessity for any hardware upgrading.

At the present time, in relation to 2D video services, the H.264/AVC coding scheme [Rec-
ommendation, 2007] is often employed . For 3D video broadcasting services, frame
compatible format is used in the majority of cases, to which H.264 is applied as a
2D encoding algorithm. For full resolution stereoscopic 3D, two coding schemes are
currently available namely the H.264 simulcast coding and H.264 multi-view coding
(MVC). In the H.264 simulcast coding scheme it encodes the left and right views of
stereoscopic videos independently, hence it allows the broadcaster to use the legacy
H.264 coding equipment. This scheme generates approximately double the amount
of encoded data as compared to that for 2D videos since two view channels must
be coded separately. However, as the images from the different views are highly
correlated, a great deal of information between the two views is redundant. H.264
MVC is one of the compression standards that uses this redundancy in order to im-
prove the coding efficiency by introducing inter-view prediction, where images are
not only predicted from spatially or temporally neighbouring image regions but also
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from corresponding images in adjacent views.

Apart from the above mentioned video coding schemes, various data processing
operations such as temporal and spatial resampling are frequently used to improve
the efficiency. Scalable video coding (SVC) [Schwarz et al., 2007; Saygili et al., 2009]
provides the possibility of spatial, temporal and quality scalability, which can make
video content delivery adaptive to variant network conditions and applications. An-
other method is to exploit the performance of the HVS in terms of binocular fusion
and disparity sensitivity in the context of asymmetric coding [Saygılı et al., 2010].
Furthermore, a new coding scheme for both 2D and 3D videos, High-Efficiency
Video Coding (HEVC, also called H.265) [Sullivan et al., 2012], will be standardized
in 2013. The HEVC can improve the compression performance significantly when
comparing it to the existing standards.

Lossy compression may introduce visual artefacts depending on the coding tech-
niques and compression ratio. A number of coding artefacts on the 2D image quality
such as blocking artefacts, blur, ringing and staircase effects, colour bleeding, can be
found in [Winkler, 2005]. In relation to S3D videos, due to the binocular vision of
HVS, the coding artefacts can have a different impact on the perceptual experience
of 3D videos in comparison to 2D videos. The coding artefacts degrade the left and
the right views differently and when the difference between the left and right views
videos is large, the depth perception can be hindered [Schertz, 1992; Meesters et al.,
2004]. In some circumstances this large difference can even cause visual discomfort
due to binocular rivalry.

Apart from the artefacts introduced by the source coding, the transmission network
itself often introduces errors due to delay, packet loss etc. Error concealment algo-
rithms are normally integrated in the system or decoders to repair the transmission
errors. Therefore, the visual quality depends on both the transmission artefacts and
the error concealment approach. The impacts of network errors on 2D video quality
have been discussed in many studies [Mu et al., 2009; Meenowa et al., 2010; Pinson
et al., 2010], and a review of error concealment methods for 2D videos can be found in
[Wang & Zhu, 1998]. In the 3D case, a transmission distortion in one view or in both
views is perceived differently. A degradation in one view or a temporal misalign-
ment between the left and the right view leads to binocular rivalry. This binocular
rivalry strongly degrades the quality of experience as it exhibits visual discomfort
which might lead to a headache or nausea [Ukai & Howarth, 2008].
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The author’s contributions from three papers are included in this thesis:

• Paper I: ”Subjective Quality Assessment of Error Concealment Strategies for
3DTV in the presence of asymmetric Transmission Errors”

• Paper II: ”Subjective evaluation of HDTV stereoscopic videos in IPTV scenar-
ios using absolute category rating”

• Paper III: ”Perceived 3D TV Transmission Quality Assessment: Multi-Laboratory
Results Using Absolute Category Rating on Quality of Experience Scale”

The first paper addresses impacts of network transmission errors on the per-
ceived S3D video quality of experience; the second paper focuses on coding and
transmission efficiency of S3D videos; the third paper presents a joint extensive anal-
ysis of the experiment results from the first and second paper.( ' � ' & � . 0 1 2 �
The transmission of 3D sequences over packet based networks may result in degra-
dations of the video quality due to packet loss. The main goal of paper I is the
quality of experience of a stereoscopic 3D video in a simulated error-prone transmis-
sion channel. Three packet loss conditions and four error concealment strategies for
3D videos were compared and evaluated. A subjective experiment was performed
using the ACR-HR method to evaluate the perceived video quality of experience
and visual comfort. The selection of ACR method enabled a broad range of video
processing conditions to be tested.� � � � � � �
There are three major novelties in this contribution:

• Four error concealment strategies were proposed and tested for S3D video
transmission.

• The impacts of network errors on 3D video experience were investigated from
both quality of experience aspects and visual discomfort aspects.

• This paper suggests a suitable bandwidth for transmit full HD resolution S3D
videos.� � � � � � �

This paper proposes four error concealment methods for S3D videos.
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A 2D error concealment strategy: an implementation from H.264 decoder itself con-

sists of directly playing back the decoded video.

B Switching to a 2D presentation: since one of the views in 3D video is distorted,
the other view is still undistorted and this undistorted view is then displayed to
both eyes when an error occurs in one view, thus leading to a 2D impression.

C Frame freezing: when transmission errors exist, the last frames that were correctly
received for both views are displayed, and then the scene suddenly jumps to the
next received error-free 3D frames and continues playing.

D Reduced playback speed: assuming that a buffer of video frames exists, when a
transmission error detected, subjects would see that the playback slows down,
jumps and then continues at normal speed when error-free.

The results show (see Fig. 3.3) that the subjects generally preferred the ”B” method
(Switching to a 2D presentation), and this is probably because this method did not
interrupt the smooth playback of the videos, and the concealed video in both stereo-
scopic views were same, therefore, there was no binocular rivalry between the left
and right views. The H.264 concealment algorithm ”A” has a drawback in the S3D
case, since only one view was distorted and even after concealment of the distorted
area in the video, it appears differently to that of the corresponding area in the other
view; this mismatch might cause visual discomfort and reduce the quality rating.
The ”A” results also indicate that the larger amount of packet loss had a greater effect
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on the visual discomfort due to the increased number of mismatches between two
views. Remaining in an undistorted 3D presentation mode but, pausing or slowing
the playback, as was tested in cases ”C” and ”D” usually perform more poorly than
the ”A” method with the exception of the scenario involving the large amount of
burst errors.

The study also shows that, in general, the packet loss errors spreading over a
longer period of sequences proved to be more annoying than burst errors happen-
ing over a short period. For visual comfort, it has been determined that the QoE
value and the visual discomfort depends strongly on the properties of the source
reference sequence, e.g. the 3D scene content, the camera capturing, and the native
resolution,etc . The coding artefacts and transmission errors influence not only the
QoE value but also the visual comfort. A good MOS value is directly linked to the
absence of visual disturbance.

The subjective experiment results also indicate that, for a given QoE level, the
required transmission bandwidth varies significantly for different source content
(SRC) as shown in Fig. 3.4. A transmission bandwidth of 10Mbps is necessary for
full HD resolution S3D videos in order to secure a user quality mark of ”fair” or
higher.( ' � ' W � . 0 1 2 � �
Paper II addresses the coding and transmission efficiency of full resolution S3D
videos. In order to study the effect on the quality of experience, two codecss were
selected, namely the H.264 simulcast and MVC as they are, presently, the most com-
monly used. The videos were encoded at four different compression rate. In addition
the effect of pre-process techniques such as temporal down-sampling and spatial
down-sampling prior to the coding process are also studied.
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Two major novelties are included in this paper:

• Evaluation results of coding and transmission efficiency of full HD resolution
S3D videos.

• Development of subjective measurement method for 3D videos.� � � � � � �
The results show that, at a common QoE level, a pre-processing technique using a
resolution reduction of four (spatial down-sampling) on a full HD resolution S3D
content may result in higher coding and transmission efficiency when H.264 video
coding is used (see table 4 in Paper II). The spatial down-sampling technique not
only saves the transmission bandwidth but also reduces the amount of processing
work for encoding and decoding. The reduction of the frame rate did not save a
significant amount of bitrate but it did reduce the video quality of experience to a
large extent.

The subjective measurement method for 3D videos was experimentally devel-
oped in this paper. The lab environment was according to the ITU-BT.500-13 [Rec-
ommendation, 2012b]. The test was based on the standard ACR-HR method with
an additional indicator of visual comfort as shown in Fig. 3.5 shows. For every se-
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quence, the subjects were asked to vote for the overall quality of experience of 3D
videos in the upper part of the voting interface with standard ACR quality scales.
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The rating of overall quality experience includes the consideration of both 2D and
3D perceptual attributes, as described in model (Fig. 2.5(b)) in section 2.3.2. In the
lower part of the voting window subjects were asked to use a scale of visual comfort
in order to evaluate the visual comfort associated with the visualization of the se-
quences compared to viewing on a conventional 2DTV. Questionnaires were given
to subjects to ask about their psycho-physical conditions both before and after the
test.( ' � ' ( � . 0 1 2 � � �
Paper III summarized the main findings from paper I II, then added an extensive
analysis. The perceived video quality of experience was evaluated by a joint analy-
sis of the data collected from three individual experiments conducted at two lab-
oratories. The first experiment (Exp.1) was conducted at one lab in order to as-
sess the network impact on quality. The second and third experiments (Exp.2 and
Exp.3) were based on the same video sets and were to assess the coding and trans-
mission efficiency, but they were conducted at two different labs. The assessment
methods in this study provided the possibility to analyze combined cross-lab and
cross-experiment data.� � � � � � �
There are three novelties included in this paper.

• Assessment method for cross-lab and cross-experiment analysis.

• Comparison of 3D QoE to 2D QoE

• Bitrate redundancy indicator for S3D videos.� � � � � � �
Cross-lab analysis was made based on common video sequence sets used in two dif-
ferent labs (Exp2 and Exp3). Fig. 3.6 shows the scatter-plots for the mean opinion
scores (MOS) results from the two laboratories. The regression curve indicates that
there is a slight offset and gradient. The detailed analysis with regard to lab differ-
ence can be found in paper III section IV . In order to remove the majority of the
difference and to analyze data from two labs as a whole set, a linear transforma-
tion of the data from Lab1 (Acreo lab in Sweden) to Lab2 (IRCCyN lab in France)
was conducted. In a similar manner to that for the cross-lab transformation, cross-
experiment analysis was made based on common video sets between Exp.1 and the
aligned results of Exp.2 and 3. Another linear transformation was performed by
mapping Exp.1 results to the combined results of Exp.2 and Exp.3, and finally the
combined cross-lab and cross-experiment data were analyzed as one data set.
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Fig 3.7 shows a comparison between the undistorted 2D and 3D presentation of

a video. It can be seen that there is a marginal preference for the 2D over the 3D
presentation although the difference is not statistically significant for the majority
of cases. This preference varies for different video source contents. Two of eleven
SRCs (SRC4 and 10) had a statistical preference for their 2D presentations to their 3D
presentations.

One of the goals of this study is to work towards establishing a reliable subjective
test method for 3D videos. Questions have arisen regarding the correct interpretation
of the scale ”Quality of Experience”. There could be many reasons regarding why
the subjects did not feel that the 3D outperformed the 2D.

Firstly, while the ACR methodology appears to provide stable results across labs
and experiments, it misses reference when suddenly viewing of 2D content in the
context of 3D. Therefore the single stimulus method misses the accuracy of compar-
ing 2D and 3D presentations. Secondly, in our experiments one scale model was
used to evaluate the ”overall 3D quality of experience”. Although the ”visual com-
fort” was listed as an additional scale, the visual comfort attribute was not excluded
when subjects were voting on the ”overall 3D quality of experience” scale. The over-
all QoE result is not clear that whether or not the added value of depth was consid-
ered in the final ”3D QoE” scores. Kaptein’s model, described in section 2.2, could
provide an alternative in order to make 3D added values visible. Thirdly, the mental
reference of the observers, especially for naı̈ve observers, is biased towards 2D view-
ing more than 3D since they are more used to 2D videos. Last but not least, while
current S3D technology does offer the added values e.g. depth, it is also associated
with some problems e.g. visual discomfort. Therefore, the overall quality of expe-
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rience that can be provided by the current 3D technology is not sufficiently good to
cause the subjects to have a significant preference in relation to 3D.

A ”bitrate redundancy indicator” was introduced to investigate the interest of
protecting the bitstream against transmission errors. This indicator compares three
video transmission scenarios.

1. Less compressed video (bitstream has higher bitrate) directly transmits in an
error-prone transmission environment, and then conceals errors at receiver
side.

2. More compressed video (bitstream has lower bitrate) directly transmits in an
error-free network.

3. More compressed video with error protection and correction method(additional
bitrate overhead, e.g. FEC(forward error correction)) transmits together in an
error-prone transmission environment.

Based on the same perceived quality level, the ”bitrate redundancy indicator”
indicates how much bandwidth can be saved from the first scenario to the second
transmission scenario. The gained bandwidth may be used for error protection and
correction methods, e.g. ARQ (Automatic Repeat-reQuest) and FEC(forward error
correction), which is the third transmission scenario. The study shows the ”bitrate
redundancy indicator” ranges from 2 to 18 on average (the detailed results can be
found in Paper III tableV I). It means that the second scenario is able to save at
least half of the transmission bandwidth for the first scenario when both achieve the
same QoE. Although the error-free transmission channel is an ideal case, if any error
protection method (the overhead bitrate for error protection) uses less bandwidth
than the saved bandwidth, then the third scenario is more bitrate efficient.
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3D display system is the final stage of the 3D video distribution chain 4.1, and

it is the direct interface between the systems and a human. Therefore, the quality
of display system has a strong influence on the perceived 3D quality of experience.
There are many 3D display technologies at the present time, e.g. eye-displays based
on glasses [Kim et al., 2012; Lee et al., 2009], auto-stereoscopic (glasses-free) dis-
plays [Dodgson, 2005], and volumetric 3D displays [Favalora, 2005], etc. The ma-
jority of the 3D display technologies are not compatible with each other as they are
dependent on input 3D representations, i.e. for certain display, only the content can
be shown, which has been specially prepared for that display technology. This in-
compatibility issue seriously limits the spread of the 3D displays especially when the
amount of available 3D content is already limited at the present time.

There are two types of 3D display that are common at the present time, and they
have already been commercially available on the consumer market for a number of
years.

• Temporal multiplexed 3D display using active shutter lasses (SG type).

• Spatial multiplexed 3D display with Film-type Patterned Retarder technology,
using passive polarized glasses (FPR type).

These two types of display require glasses and they only work with the stereoscopic
3D video format, which is widely used in current 3DTV broadcasting services and in

27
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movie theaters. This chapter addresses the comparison of these two type of stereo-
scopic 3D display systems and investigates the 3D display quality by objectively
measuring important visual ergonomic parameters such as crosstalk, flicker and res-
olution. This chapter starts with an introduction to basic knowledge of current gen-
eration stereoscopic 3D displays in section 4.1, then major visual ergonomic parame-
ters of S3D display are discussed in section 4.2. Section 4.3 lists the author’s research
contributions in the relevant area.

The whole 3D display system consists of display equipment, synchronization device,
if required and a viewing assistant device e.g. eye-glasses, different 3D display tech-
nology may use different types of glasses. Therefore, when evaluating the display
system quality, the performance of a synchronization device and the properties of
eye-glasses should also be considered._ ' & ' & � 1 b 0 5 2 . / b - / 4 + 0 / 1 � 1 X ( ) X + , 0 / . ^ , ^ , 4 1 b - , + 6 a . 3 4 + * 1 , Z - 4 �4 1 2 a / . , , 1 , � ` � �
The Human Visual System (HVS) is capable of remembering a vivid image that was
perceived by the eyes a short while ago and this phenomenon is called persistence
of vision. When discrete images are presented to the human eyes above the flicker
fusion frequency [Brundrett, 1974], the human perceives the discrete pictures as
motion pictures. The active type 3D display, also called temporally or sequentially
multiplexed display, as shown in Fig 4.2(a), is making use of this principle and dis-
playing the left and right images of the S3D video sequentially to each eye at a fast
refresh rate. The active shutter glass is a piece of liquid crystal display, synchronized
with the display, when the display is showing left view images, only the left eye-
glass is open for receiving the image from the display while the right eye-glass is
closed, and vice versa.

Common 2D Liquid Crystal Displays (LCD) update at a refresh rate of 60 Hz 1, in
order to temporally multiplex two views, a 3D active display must run at a refresh
rate of 120 Hz, so that each eye will perceive 60 Hz. Some newer active 3D displays
temporally insert black frames in between the left and right views, therefore a refresh
rate for one stereo-pair frame becomes 240 Hz [Kim et al., 2012].

The main advantage of the SG type display system is that it can offer both left and
right view images at full original resolution, however, the temporal multiplexing
might also cause a flicker perception when the left and right images are alternating.

1For TV systems 60 Hz for the countries using NTSC TV system and 50 Hz for PAL & SECAM; for
Computer monitors, 60 Hz is common all over the world
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The left and right view of the S3D video is spatially multiplexed in the passive type
display as shown in Fig. 4.2(b). The pattern retarder is attached and aligned on the
LCD panel, which makes each horizontal row with the opposite circular polariza-
tion on the display and hence presents the stereo-pairs at two different polarization
states. The passive polarized eye-glass, one with a clockwise polarization and the
other with an anticlockwise polarization, will filter out the corresponding images for
each eye. Since both left and right view images are showing on the LCD panel at the
same time, and every second line represents one of the views, the vertical resolution
of each view is halved (see detail discussion in section 4.2.2). However there is no
flicker problem in FPR type display since it does not use temporal multiplexing. In
addition, the passive polarized glasses have the advantage of being light weight, low
cost and have a high transmittance when comparing them to active shutter glasses._ ' W ' & � 2 5 , , 4 . /  
The term crosstalk has been used in many fields, it means the physical ”leakage”
of information from one channel to an other. In the 3D video and imaging field,
crosstalk refers to the incomplete insulation of the left and right image channels [Woods,
2011], and the ”leakage” from left to right or vice-versa can result in a perceived dou-
ble image, contours or shadows, a phenomenon called ”image ghosting”. Crosstalk
is one of the main causes of visual/perceptual impairments such as ghosting, which
contributes to the decrease in perceived S3D video quality and visual comfort [Meesters
et al., 2004]. Crosstalk is affected by many factors such as contrast, disparity of the
3D video source, glasses, display technology, viewing distance and angles, etc.

There are many 3D crosstalk mathematical definitions [Woods, 2011] , one of the
commonly used crosstalk formula defined by [Liou et al., 2009] is shown in equa-
tion 4.1

CL =
BW −BB

WB −BB
(4.1)

, where CL represents the crosstalk value measured through the left view. BW is the
luminance measured through the left channel when the left view input is black (0)
and the right view is white (255); and WB is when the left view input is white and
the right view input is black; the BB is the luminance of the left view when both left
and right view inputs are black.

The equation 4.1 only measures the crosstalk condition when full-white in one
view and full-black in the other view, which is supposed to give the maximum
crosstalk values. However, this is no longer true for displays that exhibit non-linear
and non-additive processes, for example time-sequential multiplexed 3D LCD dis-
plays [Woods, 2012]. Therefore grey-to-grey crosstalk was proposed as a metrics of
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crosstalk values for all grey level transition combinations.

CL(i, j) =
Li,j − Li,i

Lj,i − Li,i

(4.2)

, where i, j represent the grey level (ranges from 0-255) of the left channel and right
channel respectively. CL(i, j) is the crosstalk measured through the left view when
the left view input is the grey level i and the right view input is grey level j. Li,j is
the luminance measured through left channel when left view input is the grey level
i and the right view input grey level is j.

The LCD pixels take different times for transiting from one grey level to the other
(pixel response rate). For the SG type display system, when the left and right views
alternate the display might fail to reach a correct luminance within a short period.
Therefore the grey-to-grey response varies, which leads to a varying grey-to-grey
crosstalk. The variation of crosstalk ratio is hardly predictable [Tourancheau et al.,
2012].

The black frame insertion technique, as mentioned in section 4.1.1, can assist the
SG type 3D display to reduce crosstalk [Kim et al., 2012], however, it will reduce
the brightness. Therefore, there is a trade off between the reduced crosstalk and the
amount of luminance of stereoscopic videos passing through the eye-glasses.

For the SG type display, the synchronization between the shutter-glasses and the
display also contributes to crosstalk [Tourancheau et al., 2012]. The shutter open pe-
riod cannot be equally synchronized with the whole display because of the temporal
delay between the first and last line update. Fig. 4.3 illustrates this difference for
three different screen locations._ ' W ' W ¤ 1 , 5 / - 4 + 5 6 . 6 X X 1 4 . + /
Video electronics standards association (VESA) [FPDM et al., 2005] defines: ”the res-
olution as a measure of the ability to discriminate picture detail”. It often refers to
a number of pixel lines that could just be distinguished by the human eye. Peo-
ple usually see the display resolution in ”width x height” pixels, in the products
specification, for example, ”1920 x 1080”, which means the number of pixels in each
dimension and the human eye should be able to resolve 1920 pixels in the horizontal
direction and 1080 pixels in the vertical direction.

In relation to the perceived resolution, it is inevitably related to the properties of
the human vision system and viewing conditions, e.g. the spatial contrast sensitivity
function of the eye [Barten, 1999], the viewing distance, environment luminance etc.
The perceived spatial resolution is measured by visual acuity, also called resolving
power. A vision of 20/20 2, also known as ”1.0” in decimal notation, is considered
to be the nominal performance for human distance vision. At such distance (20 feet)

2the ”20” means the distance between the subject and the visual acuity chart in feet. ”20/20” means
that the subject can read the chart (from 20 feet away) as well as a normal person could read the same
chart from 20 feet away.
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a human eye with nominal performance is able to resolve lines with a gap of one arc
minute. i.e. 1.75 mm apart.

The measurement of display resolution, according to the Information Display
Measurement Standard (IDMS) [ICDM, 2012], is based on threshold contrast mod-
ulation associated grille patterns. The threshold value is the minimum modulation
required for the detection of the grille pattern (distinguish black and white lines).
The contrast modulation (Michelson contrast) is shown in equation 4.3 .

Cm =
L255 − L0

L255 + L0

(4.3)

, where Cm is the contrast modulation, L255 is the luminance of white and L0 is the
luminance of black. The requirement of the threshold contrast modulation may dif-
fer depending on the display applications. Text usage requires a high visibility for
example, the character edges must be clear. IDMS [ICDM, 2012] defines in rela-
tion to texts, the maximum number of alternating black and white lines in the grille
pattern that can be displayed with a threshold contrast modulation of 50%. For im-
age applications, normally, sharp luminance changes in an image occur infrequently,
therefore it has lower requirement as compared to that for text applications, IDMS
suggests a minimum threshold of 25% for image applications. The resolution is de-
fined as equation 4.4:

nr = n+
Ct − Cm(n)

Cm(n+ 1) + Cm(n)
R =

Nadr

nr

(4.4)

, where n is the pixel width, e.g. 1 pixel width grille patter; Cm(n) is contrast
modulation of n pixel width grille; Cm(n+1) is the contrast modulation of n+1 pixel
width grille; Ct is threshold contrast modulation. nr is calculated grille line width in
pixels for which the value of Cm is estimated by linear interpolation to be equal to
the contrast modulation threshold Ct. Nadr refers to the number of addressable pixel
lines that can be separately controlled e.g. 1080 vertical pixel lines. When Cm(1) is
larger than Ct, then nr is equal to 1 and the resolution,R, is equal to the number of
addressable lines.

Active shutter glasses based on a 3D display are temporally multiplexed, as
shown in Fig 4.2(a), therefore each eye is receiving the full resolution of the origi-
nal left and right view images. While the passive polarized glasses based on a 3D
display are spatially multiplexed, as shown in Fig. 4.2(b). Each eye is receiving only
half of the display pixel lines when playing stereoscopic videos, hence the spatial
resolution perceived by each of the eyes for the FPR display is lower than the SG
display.

For stereoscopic 3D video or images, the perception of 3D depth is according
to the binocular fusion of the perceived image in the left and right views. For the
FPR type display, the left and right view images have a difference of one pixel line
shifted and a simply summation of the left and right views will not provide a fully
compensated pixel line resolution. The human binocular vision will, most probably,
make a small vertical alignment of the 1 pixel shifted rows in the two views, and
combine them as one line seen in the binocular vision [Kim & Banks, 2012].
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Barten [Barten, 1999] and Campbell [Campbell & Green, 1965] stated that in
binocular vision, the spatial contrast sensitivity increases by a factor of the square
root of 2 as compared to that for monocular viewing, however, this is valid only if
the information for both eyes is completely combined and the contrast sensitivity is
not limited by external noise, which is the noise already presented in the images.

Hakkinen [Häkkinen et al., 2008] showed that 3D videos sometimes slso have
more detail but he also reported that some people feel that 3D videos are more
blurred than 2D. Heynderickx [Heynderickx & Kaptein, 2009] pointed out that the
blur observed in the Hakkinen study might be due to other binocular artefacts e.g.
crosstalk. The crosstalk can lead to double image contour which decreases the per-
ceived sharpness. Heynderickx’s subjective experiment results also found that the
perceived amount of detail is higher in 3D than in 2D images with the same spatial
resolution, and the concept of detailedness may not be equal to sharpness in the 3D
case._ ' W ' ( ¥ / + 3   1 2
Flicker is defined by Watson [Watson & Ahumada, 2012]: ”a perceptual attribute
of displays that consists of an apparent fluctuation in brightness of a surface sub-
ject to rapid periodic modulation of luminance”. The study of flicker can be traced
back to the invention of the movie and television. In comparison to outdated CRT
displays, the present LCD displays have significant improvements with regards to
flicker visibility, however when stereoscopic 3D with temporal multiplexing technol-
ogy is introduced, flicker artefacts become one of the most important artefacts that
affect the perceived QoE.

The temporal contrast sensitivity function (TCSF), which describes temporal fre-
quency of luminance modulation, is normally referred to as the human visual sen-
sitivity to the luminance changes over time. Fig. 4.4 shows the TCSF described in
the temporal sensitivity chapter of the book by [Boff et al., 1986]. As can be seen,
the TCSF falls rapidly at high temporal frequencies. Thus, flicker is usually avoided
if the display is refreshed at a rate above the critical flicker frequency. The criti-
cal flicker frequency is the threshold frequency of the flicker that can be observed.
Flicker is more visible for larger fields and for a higher average luminance [Boff et al.,
1986].

Display flicker measurement is standardized in HFES (Human Factors and En-
gineering Society) 100 display standard [Factors & Society, 2007; Farrell et al., 1987]
and VESA [FPDM et al., 2005]. The HFES compare human TCSF with the measured
fundamental frequency of the display luminance modulation, and the VESA mul-
tiplies the TCSF on the measured amplitude of the first several harmonics of the
temporal modulation.

Andrew Watson [Watson & Ahumada, 2012] proposed a measurement method
which uses JND (just noticeable difference) as a unit to represent the flicker visibility.
It measures the luminance as a function of time. The fundamental frequency compo-
nents can be calculated from the measurement data, and then the JND is calculated
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by multiplex contrast and the TSCF. This method of measuring flicker visibility is
included in the IDMS [ICDM, 2012].

The author’s contribution in the field of display quality and characterization has
been summarized in paper 4 IV, ”Characterizations of 3D TV: Active vs Passive”.
Two types of stereoscopic 3D displays: active SG type and passive FPR type were
compared with respect to some important visual ergonomic parameters such as an-
gular dependent crosstalk, flicker and resolution._ ' ( ' & ¦ 5 * 1 / 4 ^
There are two major novelties included in this paper:

• Measured major visual ergonomic parameters for 3D display e.g. angular de-
pendent crosstalk, resolution, flicker, etc.

• Methods development for 3D displays measuring.
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Angular dependent crosstalk was measured according to equation 4.1 for both SG
and FPR 3D displays due to the measurement time constraints. The measurement
set up is shown in Fig. 4.5.
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The test sample was mounted in a specially designed holder. During the mea-
surement, the holder was rotated and tilted in both the horizontal and vertical di-
rections from -30◦ to +30◦. The crosstalk, luminance and colour were measured by
means of spectro-radiometer. The result shows that the FPR type was more sensi-
tive to the changes of vertical angle especially when there was an angle larger than
10◦, where the crosstalk surged exponentially, see Fig. 4.6(a). Therefore a correct
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placement is important for the FPR type 3D display. For the horizontally angular
dependent crosstalk both types of TV had low crosstalk value, see Fig. 4.6(b), e.g.
crosstalk less than 1% within +/- 10◦.

It was also found that the measured crosstalk, especially for SG type display,
can be affected by many factors for example test pattern and alignment of the eye-
glasses. Fig. 4.6(b) shows the horizontal angular crosstalk to be below 1% across all
the measured angles when the full black/white image was used in one of the mea-
surements (measurement1 with 100% image loading in entire stereoscopic views as
shown in Fig. 4.7(a). When another test pattern (Fig. 4.7(b)) was used in the other
measurement (measurement2) the crosstalk increases with the larger horizontal an-
gles. The crosstalk difference is mainly derived from the BW value (measured lu-
minance of black channel, when the other channel is white) in equation 4.1. The
measured BW value was higher in measurement1 than in measurement2, which is
probably because certain TV functions (e.g.dynamic contrast adjustment, etc.) allow
the display to be darker when showing one of the views fully black.
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The resolution of the displays was measured according to the ICDM standard [ICDM,

2012]. The active type 3D TV can display the full HD resolution for each of the stereo-
scopic views, while the FPR type display delivers half of the full HD resolution to
each view. Designed bar test patterns were also used to examine the display reso-
lution in the 3D mode. For the SG display, all bar patterns (Fig. 4.8) were correctly
represented to each of the stereoscopic views. For the FPR type display (Fig. 4.9)
only the one-pixel height bar pattern was correctly represented and for the two and
more pixel height bars, it cannot reproduce the same pattern as the original due to
the film-type patterned retarder technology. In 2D displaying mode, both types of
TV represent the original bar patterns correctly.

The transmittance of the eye-glasses makes the active type darker than for the
passive type. The low transmittance of the eye-glasses will directly affect the per-
ceived brightness and contrast of the videos, therefore it will affect the video quality
attributes, e.g. perceived 3D resolution and detailedness.

Critical flicker frequency was detected in the active type 3D TV, as shown in
Fig. 4.10(a). The 60Hz spectrum (corresponding to an S3D individual view frame
refresh rate at 60Hz) had a highest magnitude of about 70% of the fundamental fre-
quency of the display luminance modulation (0Hz spectrum), the second highest
spike occurred at 22Hz where the magnitude was about 25% of the magnitude at
0Hz. However, the spike at 22Hz will produce a strong visible flicker, while the 39Hz
and 60Hz spikes will produce negligible visible flicker due to the human temporal
contrast sensitivity i.e. TCSF. The perceivable flicker is largely related to the contrast
of the video content, lighting conditions and surrounding environment. Hence, the
active SG type 3D TV requires carefully adjustment in relation to the view conditions
in order to minimize the perceived flicker. For the FPR type display, no critical flicker
frequency was detected.
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This thesis investigated stereoscopic 3D video quality that can be influenced dur-
ing the 3D video delivery chain, especially in the coding, transmission and display
stages. The study provides the following major outcomes:

• The thesis suggested a bitrate efficient means of encoding and transmission
stereoscopic 3D videos with an acceptable users’ quality of experience.

• The thesis suggested an error concealment method for 3D video transmitted
over error-prone network.

• The thesis measured and compared two current types of stereoscopic 3D dis-
play systems with major visual ergonomic parameters.

• The thesis described and compared two 3D subjective measurement models
for assessing end-users’ 3D video QoE, as well as the measurement methods
for characterizing 3D display system.

The outcome of the thesis could benefit 3D video industries in relation to improving
their technologies in order to delivery better 3D quality of experience to customers.
The following section will discuss the achievements of this thesis in greater detail.� ' & ' & ` 4 1 2 1 5 , 3 5 0 + 3 ( ) 3 5 X + 6 a . 6 X 4 2 . 6 , b + , , + 5 6 c - . / + 4 ^
The first goal addressed in this thesis was to investigate the impact of coding arte-
facts on users’ 3D quality of experience. The study showed that a coding compres-
sion rate of QP32 using a H.264 codec was the minimum threshold with regards to
maintaining the watching experience of the users at a ”good” level. A transmission
bitrate of 10 Mbps was necessary in order to achieve a quality mark of ”fair” or
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higher. A resolution reduction of four, prior to the coding process, not only assist the
service provider in improving transmission efficiency but also saves some hardware
processing which would be required for encoding and decoding. The study results
are useful for 3D video service providers to determine an appropriate compression
degree and bandwidth for S3D video transmissions.

The second goal addressed in this thesis was to investigate the impact of trans-
mission errors on users’ 3D quality of experience. The thesis showed that the influ-
ence of packet loss in 3D videos will not only affect the video quality but also make
users feel a visual discomfort. The discomfort becomes more severe when the packet
loss rate is higher. Four error concealment methods for S3D video were proposed
and compared. The ”switch to 2D presentation” method is the best method.

The third goal of the thesis was to investigate the subjective methods for measur-
ing users’ 3D QoE and to work towards establishing a reliable subjective test method
for 3D videos. The thesis described two quality models for 3D video subjective mea-
surement: one scale model (all perceptual attributes of the video were integrated as
one scale rated by users) and multi-scales model (major attributes listed as separated
rating scales presented to the viewer). In the subjective tests included in this thesis,
the plan was to evaluate the general 3D visual QoE compared to viewing experience
on a conventional 2DTV, therefore, the one scale model with an additional scale of
visual comfort were attempted. The thesis also proposed a method of cross-lab and
cross-experiment data analysis.� ' & ' W ` 4 1 2 1 5 , 3 5 0 + 3 ( ) ) + , 0 / . ^ ] - . / + 4 ^
The fourth goal of the thesis addressed the quality characterization of the S3D dis-
play system. Three important visual ergonomic parameters of the display system
such as crosstalk, flicker and resolution were measured. Two major types of 3D TVs
from the current consumer market, displays based on active shutter glasses (SG) and
display based on passive polarized glasses (FPR), were examined and compared.
The results showed the 3D crosstalk increases when the viewing angle increases.
The FPR type display is more sensitive to the angular changes in the vertical direc-
tion than in horizontal direction. The SG type TV can display a full HD resolution
for each view of the stereoscopic videos, but for the passive FPR display only half
of the vertical resolution can be displayed to each eye due to the film-type patterned
retarder technology.

The measured transmittance of the polarized glasses was higher than that for
the active shutter glasses, which makes the FPR type display appear to be brighter
through the eye-glasses. The perceptible flicker frequency was measured and de-
tected in the SG type display system but not in the FPR display system. The study
results are useful for 3D display manufactures to improve the display technologies
so that end-users can obtain a better 3D video QoE.
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The research work included in this thesis has the following major limitations:

• The subjective experiments conducted in this thesis are mainly using the one
scale QoE evaluation model. The individual depth features of 3D video are not
clearly evaluated.

• The 3D video quality of experience studies on 3D coding and transmission
were based on a temporal multiplexed 3D display system with active eye-
glasses, therefore the results may not apply to other types of 3D display tech-
nologies.

• The subjective tests setup and video content selection were based on the avail-
able technologies and resources at that time, with newly improved 3D displays
and 3D content capturing technologies, the results may differ.

• The measurement methods for the 3D display system used in this thesis are
not mature, the human 3D perception aspects were missing in the develop-
ment of the measurement methods. For example, the resolution measurement
were based on measuring the 2D display resolution, however, it did not re-
ally measure the 3D resolution when binocular summation processes etc. were
involved.

The continue work of this thesis could include:

• Development of reliable subjective methods for 3D videos: Both one scale qual-
ity evaluation model and multi-scales model have their pros and cons. A com-
parison study of these two quality models is necessary to determine the rela-
tionship between the overall QoE and individual quality perceptual attributes,
and hence to obtain a more accurate measure in relation to 3D video QoE.

• Development of objective metrics: Objective metrics is a fast and automatic
means of measuring or predicting 3D video QoE. For 2D videos significant
efforts have been involved in relation to developing objective models; however,
for 3D videos, the objective quality metrics have still not been widely studied.
A continuation work of this thesis is to develop 3D objective metrics based on
the subjective data obtained in this thesis.

• Development of measurement methods for 3D display system: although this
thesis made an experimental study with regards to measuring visual ergonomic
parameters of 3D display system, the method for measuring 3D displays are
far from being robust. Based on the involvement of 3D binocular vision, many
methods such as that for measuring 3D resolution, flicker etc must be further
developed.
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Ethical aspects have been considered in both the author’s research work and with
regards to the presentation of the results.

All subjective testing procedures have been pursued with the well-being of the
test subjects being taken into consideration. For examples: a person can stop the test
at anytime without offering any reason; the recruiting procedures were independent
with the subjective experiment and any personal information being handled anony-
mously; the test were designed with multiple sessions with short breaks in between;
all subjects’ contributions were acknowledged.

The subjects were screened prior to the subjective test according to their visual
acuity, color blindness and stereoscopic acuity. After the subjective experiment, all
data were screened according to standard procedures [Recommendation, 2012b] and
[VQEG et al., 2009]
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