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Abstract

Remote operation and Augmented Telepresence are fields of interest for novel industrial applications in e.g., construction and mining. In this study, we report on an ongoing investigation of the Quality of Experience aspects of an Augmented Telepresence system for remote operation. The system can achieve view augmentation with selective content removal and Novel Perspective view generation. Two formal subjective studies have been performed with test participants scoring their experience while using the system with different levels of view augmentation. The participants also gave free-form feedback on the system and their experiences. The first experiment focused on the effects of in-view augmentations and interface distributions on wall patterns perception. The second one focused on the effects of augmentations on the depth and 3D environment understanding.

The participants’ feedback from experiment 1 showed that the majority of participants preferred to use the original camera views and the Disocclusion Augmentation view instead of the Novel Perspective views. Moreover, the Disocclusion Augmentation, that was shown in combination with other views seemed beneficial. When the views were isolated in experiment 2, the impact of the Disocclusion Augmentation view was found to be lower than the Novel Perspective views.

Introduction

Immersive telepresence systems are becoming viable tools for industrial applications and remote vehicle operation scenarios [1, 2], in part thanks to the emerging high-bandwidth mobile network technologies such as 5G. For instance, the mining industry is poised for a transition to telepresence and remote operation [3, 4]. Within telepresence systems, augmentation of captured and extrapolated views of the remote scene has been shown to be beneficial [5, 6].

Quality of Experience (QoE) is “the degree of delight or annoyance of the user of an application or service” as defined in ITU-T Rec. P.10 [7, 8]. The research on QoE has been moving from just video quality to more advanced, immersive applications, and has had to embrace methods involving user interaction and user experience to capture the full QoE [9]. This is an ongoing research transition, and this study is a part of that process. When for instance studying real systems in operation or systems that are normally used by professionals it may be hard or not economical to run many test persons making the quantitative analysis less reliable. Mixing qualitative and quantitative methods a.k.a mixed methods have therefore become important [10].

In this study, we explored how in-view augmentations and interface distributions influence the remote operator’s ability to perceive wall patterns, and estimate the 3D environment through an Augmented Telepresence (AT) interface. The study was performed with the usage of our Augmented Remote Operating System for Scaling in Mining (AROSS) [11]. The AROSS was initially built to demonstrate the technical feasibility of introducing real-time in-view augmentations (object removal, i.e., “Disocclusion Augmentation”) and Novel Perspective view generation for the mining context. This paper presents ongoing research on AROSS focusing on QoE. Specifically, we present two QoE experiments and discuss the subsequent implications towards AROSS. We present primarily the quantitative results, but the discussion is also based on the qualitative results.

Background and Related work

Augmented Telepresence

Augmented Telepresence denotes immersive video-mediated communication wherein additional data can be superimposed on or merged with the video, similar to Augmented Reality (AR) [12]. AT is like AR in that the environment shown to the user is augmented or mediated in some way. It differs from AR in that the user is present in a remote location and is observing the augmented view through an audio-visual communication channel.

QoE for AT in remote control

Jahromi et al. [14] investigated Telepresence Robot Systems. They performed a subjective study to assess remote navigation using such system live over the Internet with the aspect of QoE. The influence of network impairments (delay, bandwidth, and packet loss rate) was evaluated on the QoE. The results showed that users could separate quite well between the control and visual aspects of using a Telepresence Robot Systems.

Effects of perceivable delay were investigated in Brunnsström et al. [13] via a Virtual Reality (VR) simulator of a remotely operated forestry crane. It was found that user QoE starts to degrade at approximately 500 ms of hand control delay, and at as little as 30 ms delay in the rendering update of the VR presentation due to simulator sickness.

In Dima et al. [15] investigated how different viewing positions affect users’ QoE and performance in an immersive telepresence system. The results indicated that the view position has significant effect on QoE aspects of immersive telepresence systems, and a considerable effect on navigation and positioning task completion. Non-headset based remote control systems with view augmentation have been studied in [5, 16] and [17], where the augmentations were shown to improve operator task performance.

In AT and AR, most augmentation types investigated are additive, superimposing artificial content on top of the real view (as seen in [5, 6, 13, 15, 16, 17]).
is view augmentation through selective content removal from the presented view. The AROSS [11] is an AT system with augmentation through selective content removal and Novel Perspective view generation. The interplay and the relative benefits of these factors towards operator QoE, especially for the mining context, have not been investigated previously.

**Method**

This study investigates a remote-control system with AR elements, that approximates a test system for future remote-control interfaces in underground mining machines. Two formal subjective studies have been performed. The aim of Experiment 1 (Exp 1) was to investigate the perception of the operator of small patterns. This could be cracks that found on the mine tunnel walls. Experiment 2 (Exp 2) investigated the operator’s sense of depth and 3D when using the AROSS system. An additional goal of the two experiments was to investigate the impact of the specific augmentations provided by this test system and to determine the subsequent research and development direction.

**Common procedures for the formal test**

Test participants were invited to the laboratory to participate in an experiment with the AROSS system. On arrival, they were introduced to the system and were asked to read the instructions, which explained the task to perform. Then, they practiced remote operation with the controller and a default interface setup. Description about the remote-control systems with additional views was given verbally and the test participants were instructed to test all operations in the training session to get an understanding of how to operate the AROSS system.

Then participants followed the main test tasks: to locate defined targets through various graphical interface configurations and to use the robotic arm to point at identified targets for validation. In each experiment we have some scenarios, which we here call ‘test run’. There were eight and five test runs in Exp 1 and Exp 2 respectively. Over the course of the experiment, the participants answered questionnaires divided into three parts that were related to:

1) Background information of participants (prior to test);
2) Participants’ feedback about each test run (during test);
3) Their suggestions and overall feedback in a free-form response (after test).

All tests were performed on one occasion per participant. The specific questions varied between the two experiments.

**Apparatus**

AROSS was designed to support a better perception of the spatial configuration of the mine wall, and was tested in a laboratory approximation of an underground mine in the Mine Lab at Mid Sweden University, shown in Figure 1. A robotic arm was used as a remote manipulator to interact with the remote environment. It was used to point to a specific location on the mine wall. The graphical interface implemented in this experiment was a remote observation interface with views of the remote scene. In Exp 1 different combination of views were used, as e.g., shown in Figure 2 where all views were enabled in this case. In Exp 2 a single view at the time was presented, see Figure 3.

Figure 1: AROSS test set-up, with cameras, lights, remotely controlled robot arm, and the mine-like rock wall.

Figure 2: AROSS interface layout with all views enabled in Exp 1. In the left and right top row, two Direct camera views are shown, the top center view is a Disocclusion Augmentation view, in the left and right bottom row two Novel Perspective views are shown, and the bottom center view is a pure Lidar geometry view.

Figure 3: AROSS interface layouts in Exp 2. Layouts a) Disocclusion Augmentation view, b) Left Original view, c) Right Original view, d) Novel perspective views, e) Lidar view.

**Safety and ethical considerations**

Due to COVID-19, precautions for experiments with test persons in indoor labs were followed, based on the protocol in [18]. The precautions taken during the Exp 1 included that both test
 leaders and participants wore face masks. In Exp 2, the precaution was relaxed a bit thanks to vaccination. Face masks were not used, but distancing were still maintained. Test participants answered the questionnaires digitally in Google forms instead of on paper. All equipment was disinfected by using surface disinfection before and after each test session. The participants were asked to use hand disinfection before and after the test. In this experiment the rules in the General Data Protection Regulation (GDPR) were followed. Participants were informed that the study is entirely voluntary and they had the right to leave the test at any time, without any explanation. The recorded responses were anonymized.

All participants in both experiments were selected from the Mid Sweden University staff. Since participants were selected from a predetermined group, instead of asking, in the background questionnaire, respondents to state their exact age, we created different age categories within the range of 10 years, starting from 21 until 60 years old.

**Experiment 1**

**Procedures**

In this experiment participants followed the main test task: to locate wall patterns (‘targets’) through various graphical interface configurations (e.g., additional views and view distributions), and to use the robotic arm to point at the identified target for validation. The targets were arranged in a randomly ordered sequence for each participant and test run, and were shown one at a time. Examples are shown in Figure 4. A total of 90 target images were used, which were wall patterns photographed at three different scales for obtaining variation, giving approximately 30 distinct wall patterns. The participants completed the task eight times, each time (‘test run’) took approximately 2.5 minutes. At the end of each run, test participants reported their immediate opinion on the interface configuration. The total time was estimated at approximately 75 minutes per participant.

**Apparatus**

The interface consists of two Direct camera views (Dir) (left/right top row), a Disocclusion Augmentation view (DA) (top center), two Novel Perspective views (NP) (left/right bottom row), and a pure Lidar geometry view (Lidar) (bottom center), see Figure 2. “DA” denotes a view of the remote scene where an occluding object (such as a tool boom) has been partly or fully made transparent. “NP” denotes views showing the scene from positions outside of the camera array at the remote location. Further technical details of AROSS are given in [11]. During Exp 1, an autostereoscopic 4K display was used for presenting the interface of the remote operation system. The interface was shown in monoscopic or 2D mode. This display was picked as the only large-panel, high-resolution display at hand and it was judged before the experiment that impact of the lenticular lenses would have a minor influence on the presentation of the interface.

**Augmented elements and interface distributions**

The experiment used eight test runs to cover the visible combinations of test conditions, listed in Table 1. During testing, the interface had different combinations of enabled views. The test runs were: “No AROSS”, “SP(1)”, “DA(1)+SP(2)”, “DA(2)+SP(2)”, “DA(3)+SP(2)”, “DA(1)+SP(3)”, “DA(2)+SP(3)”, “DA(3)+SP(3)”. SP means scene perspective view which is a combination of DA, Dir and NP views. Each test run was limited to 2.5 minutes. The “No AROSS” run was used first as a training session, wherein participants looked directly at the scene without the remote operation interface. The order of the remaining runs was randomized. The target sequences were randomized for each test run and participant, with a maximum of 90 possible targets in each sequence. The targets were presented to participants one at a time. Participants reported their opinion after each test run. The questions asked after each test run are as follows:

1. How would you rate your experience of identifying wall patterns visually via the interface?
2. How would you rate your experience of moving the robotic arm to a specific feature?
3. How was the support of the available views for your activity?
4. To what extent did you feel the impact of the different Novel Perspective views?

Task difficulty in Exp 1 was experienced as composed of both a detection problem to identify crack patterns on the wall, and a robot arm’s control problem. Moreover, the amount of identified targets by participants under different interface configurations were investigated. Responses were recorded on a 5-point Likert scale. A graphical representation of the scale is shown in Figure 5. The scale was shown each time it was rated by the participants to give them a mental picture of the distances between scale levels.

**Experiment 2**

**Procedures**

The main task for Exp 2 was to locate convex and concave parts of the mine wall (‘targets’), i.e., structures sticking out of wall and going into the wall, respectively.

In each test run, participants worked through one enabled graphical interface configuration and used the robotic arm to point at the identified target for validation. The targets used are shown in Figure 6. They are located in the left and right parts of the mine wall shown in Figure 7. Target A, in Figure 7-(a) had five different levels of depth. Targets B, illustrated in Figure 7-(b) with two different levels of depth. To prevent memorization problems, the position of target A were changed with another target that had a
Table 1: Test conditions and levels in Exp 1. Disocclusion Augmentation view (DA), Direct camera views (Dir), Novel Perspective view (NP), Scene Perspective view (SP).

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Condition level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disocclusion</td>
<td>1) 100% transparent</td>
</tr>
<tr>
<td>Augmentation (DA)</td>
<td>2) 50% transparent</td>
</tr>
<tr>
<td></td>
<td>3) 0% transparent</td>
</tr>
<tr>
<td>Scene Perspective (SP)</td>
<td>1) Direct camera views (Dir)</td>
</tr>
<tr>
<td></td>
<td>2) Dir + DA</td>
</tr>
<tr>
<td></td>
<td>3) Dir + DA + NP</td>
</tr>
<tr>
<td>Use of System</td>
<td>1) AROSS views (DA + SP)</td>
</tr>
<tr>
<td></td>
<td>2) No AROSS interface</td>
</tr>
</tbody>
</table>

different depth level between each test run. Also, the position of target B was changed randomly between each test run. The participants completed the task five times and each test run took approximately 3 minutes. After each test run, we asked participants to fill in their opinions in the questionnaire. After finishing an experiment we asked participants’ suggestions and overall feedback in a free-form response.

The total time was estimated to about 75 minutes per participant.

![Figure 6: AROSS mine-like rock wall in Exp 2.](image)

![Figure 7: Targets in Exp 2. a) Target with five different levels of depth, b) Targets with two different levels of depth.](image)

**Apparatus**

In this experiment five separate interfaces were presented to participants in different test runs: 1) Left Original view, 2) Right Original view, 3) Disocclusion Augmentation view (100% transparent), 4) Novel Perspective views, and 5) a pure Lidar geometry view, c.f. Figure 3. In this test, a regular non-autostereoscopic 4K display was used for presenting the interface of the remote operation system. This was a part of the improvements of the apparatus between the experiments. In Exp 2, in order to reduce the influence of monocular 3D cues from the ceiling and the floor in the depth perception tasks, all the views were zoomed in close to the mine walls to remove those monocular cues.

**Augmented elements and interface**

The experiment used five test runs. The test runs were "Disocclusion Augmentation view", "Left Original view", "Right Original view", "Novel Perspective view" and "Lidar view", shown in Figure 3. Left Original view was used as a training session. In order to prevent target memorization, the position of targets changed after each test run. The questions asked after each test run were as follows:

1- What is the effects of different interface views on depth estimation and 3D environment?
2- What is the effects of different interface views on controlling the robot arm?
3- How is user’s experience using different interface views on depth estimation and 3D environment?

Responses were recorded on a 5-point Likert scale, see Figure 5, which was shown each the scale should be rated.

**Results**

**Participant statistics**

In both experiments the number of test persons were lower than would be ideal for quantitative statistical analysis [19], due to the pandemic.

In Exp 1 a total of 10 test participants participated, 8 males and 2 females. Youngest participant’s age group was 21-30 and the oldest between 51-60 years old. Four of the test participants had experience in piloting remote-controlled vehicles/toys and two of them had some previous experience in driving trucks or heavy machinery. Three participants had participated in one of our previous studies. The visual status of the test participants were self-reported. No problems with performing the task were reported due to poor vision.

In Exp 2 a total of 11 test participants participated, 9 males and 2 females. Youngest participant’s age group was 21-30 and the oldest between 41-50 years old. Three of the test participants had experience in piloting remote-controlled vehicles/toys. The visual status of the test participants were self-reported. Two participants reported their visual status: “I have corrective glasses and slight red-green deficient color vision” and “I have Dyschromatopsia (deficiency in the perception of colours)”.

**Experiment 1**

During the test procedure, one participant stopped the test and did not complete further test conditions, due to technical problems in the hardware of the robot arm. Therefore, only 9 users participated in the performance task to identify the targets.

The mean rate of identified targets by the participants with 95% confidence intervals in each test run are shown in Figure 8. The bar chart illustrates that the participants achieved the highest rate of identified targets when they looked directly at the scene without the remote operation interface, with a mean rate of 0.78 (test run 1). When using the AR views (test run 2-8) the results
were lower. The lowest performance were found for the combination of the Disocclusion with 50% transparent view and Direct camera view (test run 4). However, one way repeated-measures ANOVA showed that there was no statistically significant effect of different test runs on the number of correct targets identified by participants, $F(7, 56) = 1.482, p = 0.193$.

Figure 8: Rate of targets identified by participants in each test run.

**Experiment 2**

The participant Mean Opinion Score (MOS) with 95% confidence intervals are shown in Figures 10 – 12 on the left side of the participants’ responses to the scales: “Controlling the robot arm”, “Depth estimation” and “User’s Impression”. The figures illustrate the impact of the enabled views on the participants’ ratings where 1 = Bad and 5 = Excellent. One way repeated-measures ANOVA showed that the different AR design factors had significant effects. The results for controlling the robot arm was $F(4,40) = 7.32, p = 0.00016$. There were also a significant effects on the depth estimation ($F(4,40) = 4.54, p = 0.004$) and on the user experience of using the difference interface views ($F(4,40) = 10.03, p = 0.000001$).

The post-hoc tests were performed using Tukey’s Honest Significant Difference (Tukey’s HSD) test with 95% confidence interval to determine the significant differences between the measurement. The Figures 10 – 12 shows on the right side graphically the pair-wise comparisons from Tukey’s HSD of the Control of robot arm, Depth estimation and User’s impression, respectively. Any confidence intervals that do not contain 0 provide an indication of a statistical significant difference in the groups. There are significant differences in controlling the robot arm between the Left Original and the Lidar view and the Right Original and the Lidar view. In depth estimation, there was a significant difference between the two Novel perspective and the Left Original pair views. Moreover, in User’s impression response there were significant differences between Lidar and Left Original view as well as Lidar and Right Original view.

**Experiment 1 and Experiment 2**

Figure 9 shows a comparison results of the participants’ MOS with 95% confidence intervals for Exp 1 and Exp 2. This illustrates the impact of Disocclusion Augmentation and Novel perspective views on participant opinions. The difference between the impacts of these two views are not statistically significant in both experiments. This was also confirmed with a T-test ($\alpha = 0.05$). The barchart shows that the users’ MOS for Disocclusion Augmentation view is higher in Exp 1 than Exp 2. The reason for the decrease in the MOS level in Exp 2 is likely due to that in Exp 2 only one view at the time is presented in contrast to Exp 1 where combination of views were presented. Moreover, in Exp 2, just 100% Disocclusion Augmentation view was used, but in Exp 1 both 50% and 100% were used. In Disocclusion Augmentation view, there is a significant difference between participants’ MOS in Exp 1 and Exp 2. In the Novel Perspective views, MOS of the users are almost the same in both experiments.

**Discussion**

**Experiment 1**

The overall results of Exp 1 did not show a significant effect of either Disocclusion Augmentation level (100% or 50%) or the presence of Novel Perspective view on the participants’ performances or opinions. The Disocclusion Augmentation were by most participants perceived more positively than the Novel Perspective views. However, this outcome may be due to a friendship bias — all test participants were colleagues at Mid Sweden University due to the ongoing COVID-19 pandemic. Moreover, the results and the free-form feedback indicate several limitations of the test setup and methodology, which were partly addressed in Experiment 2 and will be further revised in subsequent experiments.

The resolution of the cameras (1600 by 1200 pixels) were generally deemed as too low by the test participants. The lenticular cover of the autostereoscopic 4K display used to show the user interface degraded the apparent camera resolution and may have caused light nausea in one test participant. The display also caused visual artefacts in the Lidar view, turning solid white dots into an apparent cluster of red, green and blue dots that shifted colours whenever the viewers moved their head.

In both experiments the available remote manipulator (robot arm) was relatively small with limited reach, which severely restricted the options for user interaction with the remote environment, forcing the experiment task into a “point at ...” design. The Lidar used for the basis of the rendering geometry had a minimum measurement distance of approximately 0.5 m, which meant that the robot arm took up a small portion of the camera view, thus minimizing the impact of one of the independent variables (Disocclusion Augmentation) in the experiment and further worsening
Figure 10: The left bar chart shows Mean Opinion Scores (MOS) for controlling the robot arm in Exp 2. From the left along the x-axis enabled views in each test run are shown, error bars indicate 95% confidence intervals. The right figure illustrates pair-wise comparisons from Tukey’s HSD posthoc test with 95% confidence interval. If the pairwise comparison confidence interval does not contain zero, there is a significant difference between the pairs (marked also with dashed lines). The corresponding pairs are also marked in the bar chart to the left.

Figure 11: The left bar chart shows MOS for depth estimation in Exp 2, error bars indicate 95% confidence intervals. The right figure illustrates pair-wise comparisons from Tukey’s HSD posthoc test with 95% confidence interval in depth perception. There is a significant difference between the pairs (marked with dashed lines) since confidence interval does not contain zero, the corresponding pairs marked in the left bar chart.

Figure 12: The left bar chart shows participants MOS for user’s impression in Exp 2 with 95% confidence intervals. The right figure illustrates pair-wise comparisons from Tukey’s HSD with 95% confidence interval user’s impression using different enabled views. There are two significant differences between the pairs (marked with dashed lines) since confidence intervals do not contain zero, the corresponding pairs marked in the left bar chart.
the low-resolution issue.

The available targets (pictures of small regions of the rock wall) were mostly not obscured by the robot arm. Furthermore, they were co-planar and taken with a different camera than the cameras used in the AROSS system. The difference in camera settings made recognition of the structure more difficult. The lack of obstruction reduced the effects of in-view disocclusion. The co-planarity of the rock wall removed the need to understand its 3D structure, thereby reducing the impact of the Novel Perspective views.

With both of the independent variables in Exp 1 compromised, the experiment task became largely a memorization and pattern recognition problem. As one participant wrote, "after some time I felt I memorized the targets: if target pictures remain fix then this can help to operate the system." This shows that there was an unwanted emphasis in the experimental task of target-position recall, at the cost of on-the-fly experience and understanding of the remote environment.

There were 90 target images of approximately 30 distinct wall patterns in this experiment and although randomization of target order was used, the target variety was not sufficient to prevent pattern memorization across test runs.

**Experiment 2**

Results of Exp 2 show significant effects of the different interfaces on the opinions of the participants. The results of Lidar interface had significantly lower opinion scores by the users in controlling the robot arm compared to the Original (right/left) views. There was also a significant difference between the Left Original view and the Novel Perspective views, in perceiving depth and 3D environment. The Left Original view was perceived more positively than Novel Perspective view.

We asked participants to “point into the target behind of the robot arm”. Most of the participants mentioned that the question was not clear, they assumed the position of themselves to be behind the robot and target located in front of the robot arm.

The majority of participants believed that the Disocclusion Augmentation interface had a minor effect on their experience and ability when working with the system. The robot arm used in both experiments were too small as an occluder, and did not obscure available targets, therefore the lack of obstruction reduced the effects of in-view disocclusion.

The participants were not satisfied with the quality of Novel Perspective view, black shadow of the robot arm, mixed colors and low quality of the view were reported in participants’ feedback. In the Novel Perspective view, users could not follow the remote manipulator in the view and it reduced the usability of the system. In contrast, four users believed the interface was useful in finding geometry of targets and depth cues.

There is an asymmetry between the MOS of participants when they used the Left and the Right Original views in controlling the robot arm, depth estimation, and user’s impression using the AROSS system. The reason might come from the position of the targets in the Left Original view, where all the depth levels were clearly visible. However, this was not the case in the Right Original view, where the angle of the camera made the depth cues less visible.

In the Lidar view, controlling the remote arm was hard since the users could not follow the robot arm movements in it. One of the participant gave the feedback that a combination of this view with one of the original views would be useful in using the system.

The scene showed in each interface did not include the ceiling and floor of the mine lab room. This was a design choice to remove these strong monocular 3D cues, for better testing the system’s ability to convey the depth and 3D structure of the mine wall. This was done by zooming in close to the mine walls to reduce that the guidance came from the environment.

The quality of display was improved by replacing the autostereoscopic display used in Exp 1 with a regular 43 inch 4K display. There were no feedback received from participants regarding the low quality of the display.

In order to prevent memorization in Exp 1, the position of targets were changed in each test run. The participants did not give any feedback regarding memorizing the pattern during the test runs. In this test design, the Right Original view was not shown in the first test run, since the view provided monocular depth cues that could help and therefore bias the participants’ opinion. The other views were randomly showed in each test run.

**Conclusion**

In this paper, we reported on two evaluations of the influence of view augmentations and Novel Perspective views on the perception of depth and 3D space of a mine wall for remote control operators in a laboratory approximation of an underground mine. Our results show that based on task difficulty users can control the robot arm easily but finding the targets were hard. The participants’ feedback show that the majority of participants preferred to use the original camera views and the Disocclusion Augmentation view instead of Novel Perspective views. In Exp 1, Disocclusion Augmentation view was perceived as beneficial. In Exp 2, Disocclusion Augmentation view was rated lower than the Novel Perspective views by the participants. In Exp 2, users were not satisfied with the quality of the Novel Perspective views, but finding depth cues were easier with these interfaces.

**Future work**

We foresee restructuring the experiment setup, design and methodology. The low-resolution issue discovered in Exp 1 and partly addressed in Exp 2 by upgrading the display, can be addressed via post-capture upscaling of the recorded camera views. Removal of compression artifacts (and handling frames dropped during transmission) should also be implemented. From the results of Exp 1 and Exp 2, there is a need to add a camera view attached to the robot arm. For the Disocclusion Augmentation view larger obscuring objects or robot in front of the targets are needed to show the ability of the interface. Keeping the geometry of the remote manipulator is important in the Lidar view, the Disocclusion Augmentation view and Novel Perspective views. The quality of the Novel Perspective views should be improved in the future experiments. Using augmented depth guidance on top of each enabled feature would help participants in perceiving the depth and the 3D environment.

From a methodology standpoint, the test environment must be redesigned with more emphasis on the environment 3D structure and variation in depth. Furthermore, that variation has to be within interactive range of the remote manipulator, to enable interaction beyond merely tasks based on pointing. The experiment task should then be changed to emphasize seeing behind the oc-
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