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Abstract

Over the years, the pursuit of capturing the precise visual information of a scene
has resulted in various enhancements in digital camera technology, such as high
dynamic range, extended depth of field, and high resolution. However, traditional
digital cameras only capture the spatial information of the scene and cannot pro-
vide an immersive presentation of it. Light field (LF) capturing is a new-generation
imaging technology that records the spatial and angular information of the scene. In
recent years, LF imaging has become increasingly popular among the industry and
research community mainly for two reasons: (1) the advancements made in optical
and computational technology have facilitated the process of capturing and process-
ing LF information and (2) LF data have the potential to offer various post-processing
applications, such as refocusing at different depth planes, synthetic aperture, 3D
scene reconstruction, and novel view generation. Generally, LF-capturing devices
acquire large amounts of data, which poses a challenge for storage and transmission
resources. Off-the-shelf image and video compression schemes, built on assump-
tions drawn from natural images and video, tend to exploit spatial and temporal
correlations. However, 4D LF data inherit different properties, and hence there is a
need to advance the current compression methods to efficiently address the correla-
tion present in LF data.

In this thesis, compression of LF data captured using a plenoptic camera and
multi-camera system (MCS) is considered. Perspective views of a scene captured
from different positions are interpreted as a frame of multiple pseudo-video se-
quences and given as an input to a multi-view extension of high-efficiency video
coding (MV-HEVC). A 2D prediction and hierarchical coding scheme is proposed
in MV-HEVC to improve the compression efficiency of LF data. To further increase
the compression efficiency of views captured using an MCS, an LF reconstruction
scheme based on shearlet transform is introduced in LF compression. A sparse set
of views is coded using MV-HEVC and later used to predict the remaining views by
applying shearlet transform. The prediction error is also coded to further increase
the compression efficiency. Publicly available LF datasets are used to benchmark
the proposed compression schemes. The anchor scheme specified in the JPEG Pleno
common test conditions is used to evaluate the performance of the proposed scheme.
Objective evaluations show that the proposed scheme outperforms state-of-the-art
schemes in the compression of LF data captured using a plenoptic camera and an
MCS. Moreover, the introduction of shearlet transform in LF compression further
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improves the compression efficiency at low bitrates, at which the human vision sys-
tem is sensitive to the perceived quality.

The work presented in this thesis has been published in four peer-reviewed con-
ference proceedings and two scientific journals. The proposed compression solu-
tions outlined in this thesis significantly improve the rate-distortion efficiency for
LF content, which reduces the transmission and storage resources. The MV-HEVC-
based LF coding scheme is made publicly available, which can help researchers to
test novel compression tools and it can serve as an anchor scheme for future research
studies. The shearlet-transform-based LF compression scheme presents a compre-
hensive framework for testing LF reconstruction methods in the context of LF com-
pression.



Sammanfattning

Strävan efter att fånga en scens exakta visuella information har under åren resulte-
rat i olika förbättringar av digitalkamerateknik, såsom högt dynamiskt omfång, ökat
skärpedjup, hög upplösning etc.. Traditionella digitalkameror fångar endast scenens
spatiala information och saknar förmågan att erbjuda en omslutande presentation av
de infångade scenerna. Light field (LF) fotografering är en ny generation bildteknik
som både sparar spatial- och vinkelinformation från scenen. Under de senaste åren
har LF-avbildning blivit alltmer populär inom industri och forskarsamhälle, främst
av två skäl: (1) de framsteg som gjorts inom optik och beräkningsteknik har un-
derlättat processen att fånga och bearbeta LF-information och (2) den potential som
LF-data kan erbjuda olika efterbehandlingstillämpningar, t.ex. omfokusering till oli-
ka djupplan, syntetisk bländaröppning, 3D-rekonstruktion av scenen, generering av
nya kameravyer, m.m. LF-utrustning skapar i allmänhet stora mängder data, vilket
utgör en utmaning för lagrings- och överföringsresurser. Tillgängliga standarder för
bild- och videokomprimering är baserade på antaganden härledda från egenskaper-
na hos naturliga bilder och video, och tenderar att dra nytta av dessa typers spatiala
och temporala korrelationer. Emellertid besitter 4D LF-data andra egenskaper, och
därför finns ett behov av att utveckla existerande komprimeringsmetoder för att ef-
fektivt hantera den korrelationen som finns i LF-data.

I denna avhandling behandlas komprimering av LF-data infångat med en ple-
noptiska kamera och ett multikamerasystem. Ett antal perspektiv av en scen, fång-
ade från olika positioner, tolkas som bilder i ett antal pseudovideosekvenser och
ges som insignal till den multivytillägget för en högeffektiv videokodningsstandard
(MV-HEVC). En kodningsmetod baserad på tvådimensionell prediktion och hierar-
kisk kodning föreslås inom ramen för MV-HEVC, vilket förbättrar komprimeringsef-
fektiviteten för LF-data. För att ytterligare öka komprimeringseffektiviteten för vyer
som tagits med hjälp av ett multikamerasystem introduceras ett LF-rekonstruktions-
schema baserat på Shearlet-transformation till LF-komprimeringen. En gles uppsätt-
ning vyer kodas med MV-HEVC, vilka senare används för att prediktera de återstå-
ende vyerna genom applicering av Shearlet-transform. Predikteringsfelet kodas ock-
så för att ytterligare öka kompressionseffektiviteten. Allmänt tillgängliga LF-dataset
används för att jämföra de föreslagna komprimeringsmetoderna. Referensmetoden
som anges i JPEG Plenos standardtestvillkor används för att utvärdera prestandan
för den föreslagna metoden. Objektiva utvärderingar visar att den föreslagna meto-
den överträffar state-of-the-art-metoder för komprimering av LF-data som fångats
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med en plenoptisk kamera och multikamerasystem. Dessutom förbättrar införandet
av Shearlet-transformation till LF-kompressionen ytterligare kompressionseffektivi-
teten vid låga bithastigheter, vilket det mänskliga visuella systemet är känsligt för
när det gäller den upplevda kvaliteten.

Arbetet som presenteras i denna avhandling har publicerats i fyra peer-reviewed
konferensproceedings och två vetenskapliga tidskrifter. De föreslagna komprime-
ringslösningarna som beskrivs i denna avhandling förbättrar bithastighet-/kvalitets-
förhållandet för LF-data, vilket minskar krav på överförings- och lagringsresurser.
Den MV-HEVC-baserade LF-kodningsmetoden är allmänt tillgänglig, vilket kan hjäl-
pa forskare att testa nya kompressionsverktyg och fungera som en referensmetod för
framtida forskningsstudier. Den Shearlet-transformbaserade LF-komprimeringsmet-
oden presenterar ett omfattande ramverk för testning av LF-rekonstruktionsmetoder
i samband med LF-komprimering.
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Chapter 1

Introduction

This chapter defines the overall aim of the research work presented in this thesis and
highlights the role of high-performance compression solutions in capturing, process-
ing, and presenting visual information. In this chapter. a two-fold purpose is stated,
which is further sub-divided into three research questions (RQs). The scope of this
work is outlined, and contributions to this work in the form of scientific publications
are presented.

1.1 Overall aim

Nowadays, visual information represents a large portion of internet traffic and has
become increasingly important in society [For19]. Recent advances in capturing,
processing, and display technologies have allowed the use of visual information in
many applications, such as WhatsApp, Facebook, YouTube, and Instagram. This
thesis focuses on the visual information captured using the light field (LF) technol-
ogy, which records the spatial and angular information of the scene [Lip08]. In gen-
eral, the spatial and angular information of a scene is captured using either multiple
traditional cameras [LH96] or a single plenoptic camera [NLB+05, PW12]. Having
the spatial and angular information of a scene enables numerous postprocessing ap-
plications, such as refocusing, novel view generation, and 3D scene reconstruction.
However, capturing LF information by overcoming computational and optical limi-
tations brings about a challenge in efficiently storing and transmitting such informa-
tion. The overall aim of the research presented in this thesis is to efficiently compress
LF information by considering LF representations, existing video compression stan-
dards, and novel tools suitable for LF contents.
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2 Introduction

1.2 Problem area

The aim of a realistic depiction of scene information has motivated to achieve sig-
nificant improvements in capturing technologies, such as a high spatial resolution,
high dynamic range. Traditional capturing technologies, such as digital cameras,
tend to consider only the spatial information of the scene. To overcome such lim-
itations in traditional digital cameras, LF imaging was conceived with the aim of
providing a more interactive and immersive presentation of the scene. This new-
generation imaging technology allows capturing the spatial and angular information
of the scene and has demonstrated its effectiveness in numerous fields, such as mi-
croscopy [SSPL+18], photography [NLB+05], and robotics [Dan13]. This new set of
possibilities with LF contents brings about several challenges in capturing [LOS18],
processing [WER15], transmission [LWL+16], and rendering [LG+08].

1.3 Problem formulation

Acquisition of scene information with high fidelity using LF imaging technologies
requires massive storage, processing, and transmission resources. A naive approach
to adopt off-the-shelf image and video coding schemes for LF contents has significant
benefits. This approach makes years of research and development efforts invested
in image and video coding relevant for LF contents. Consequently, the currently
deployed software and hardware infrastructure on various platforms for image and
video compression will become applicable for LF contents. However, standard com-
pression tools can be used to compress LF data with a low compression efficiency.
The recent initiative by the Joint Photographic Experts Group (JPEG) committee, also
referred to as JPEG Pleno [EFPS16], to seek LF-specific compression schemes reflects
the limitations of the current compression methods for such contents.

Several improvements have already been made to existing image and video en-
coders to compress LF data. For example, plenoptic image compression schemes
extend the high efficiency video coding (HEVC) image encoder to improve the com-
pression efficiency [LOS16, CNS16]. Plenoptic images contain a high correlation
[APdC+18] in the angular domain, and the presented schemes tend to exploit the
spatial correlation that provides a limited compression efficiency. State-of-the-art
methods employing image coding tools that are limited to LF data captured using a
plenoptic camera and multi-camera systems (MCSs) have, however, received inade-
quate attention from the research community. Transforming a plenoptic image into
a set of perspective views, also referred to as sub-aperture images (SAIs), enables
video encoding tools to better exploit the angular and spatial correlation present in
the data [LWL+16]. This provides a motive to investigate LF data representation in
the context of video coding schemes and subsequently optimize these schemes to
improve the compression efficiency.

Generally, LF view synthesis schemes rely on a subset of input views to recon-
struct a dense set of LF views by exploiting the specific structure and characteristics
contained in LF data [VBG17]. In general, MCSs employ many high-resolution cam-



1.4 Purpose and research questions 3

eras to capture the scene’s information [ZohVKZ17, VA08]. Video coding schemes
consider all the input frames for compression, which makes it difficult to compress
LF contents with acceptable quality in low bitrate conditions. This provides a motive
to investigate view synthesis schemes in order to improve MCS-based LF compres-
sion at low bitrates. This thesis proposes interpreting the SAIs of a plenoptic cam-
era and views of an MCS as a frame of multiple pseudo-video sequences (MPVSs)
that are compressed using the multi-view extension of high-efficiency video coding
(MV-HEVC) scheme. A view-synthesis-based LF compression scheme is proposed
to improve the compression efficiency at low bitrates for LF data captured by the
MCS. The aim of this work is to enable the faithful approximation of the original
data, with improved compression rates, to facilitate the storage and transmission of
LF contents.

1.4 Purpose and research questions

The purpose of this research is twofold, as follows:

1. To investigate standard video coding tools in the context of LF contents and
propose a set of optimizations in a standard video encoder to improve the com-
pression efficiency for LF contents.

2. To investigate an LF view interpolation method in the context of LF compres-
sion and propose a view-interpolation-based LF compression scheme.

This twofold purpose statement is sub-divided into the following three RQs:

RQ 1.1: How much compression efficiency can be achieved by using LF data
representations such as single-view and multi-view pseudo-video sequences?

RQ 1.2: What is the appropriate prediction structure and hierarchical coding
scheme in MV-HEVC that improves the compression efficiency for LF data?

RQ 2.1: How much compression efficiency can be achieved by employing the
shearlet-transform-based view synthesis scheme in LF compression compared
to single-view- and multi-view-based LF compression?

The compression efficiency of the proposed schemes is measured by means of
rate-distortion optimization (RDO). The collection of answers of the RQs ensures the
fulfillment of the two parts of the purpose statement.
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1.5 Scope

The work presented herein falls within the field of LF research and particularly fo-
cuses on the compression of LF data. This work addresses the compression of LF
images only, with LF videos being beyond the scope of this work. Among the two
main types of plenoptic camera models, discussed in Section 2.1.3, the proposed
research work considers plenoptic images captured using the plenoptic 1.0 camera
model. For MCS-based LF compression, this study is limited to contents captured
using either an array of image sensors distributed on a planar surface or a single
image sensor, shifted on a planar surface to capture different views of a static scene.
The presented research focus on the lossy compression methods and on improving
the rate-distortion (RD) efficiency and, thereby, do not investigate different aspects
of compression (i.e., random access, scalability, etc.).

1.6 Contributions

This section summarizes the contributions presented in the list of papers. As the
first author of papers I, II, III, IV, V, and VI, I am responsible for the idea, meth-
ods, test setup, implementation, results analysis, and writing and presentation of
the research work. For papers V and VI, S. Vagharshkhayan, as the second author,
shared the responsibility for the implementation, results analysis, and presentation
of the shearlet transform. For paper IV, A. Tariq and A. Hassan, as coauthors, shared
the responsibility for the implementation of the proposed modifications in the refer-
ence MV-HEVC software and for the development of the LF compression framework
in MATLAB. The rest of the coauthors contributed with suggestions and guidance
throughout the research process of the listed papers.

Paper I

Paper II

Paper III Paper IV

Purpose 1

Purpose 2

RQ 1.1 RQ 1.2

Paper V Paper VI

RQ 2.1

Figure 1.1: Relationship among the defined purpose, formulated RQs, and published
papers.

Figure 1.1 shows the relationship among the purpose, RQs, and published pa-
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pers. The general contents covered by the individual contribution are as follows.

Paper I addresses RQ 1.1. It proposes to interpret SAIs of plenoptic images as
frames of MPVSs. The state-of-the-art MV-HEVC is selected to compress the MPVSs.

Paper II addresses RQ 1.1. It demonstrates the applicability of the selected LF
representation and extends the proposed compression scheme for LF data captured
with the MCS.

Paper III addresses RQ 1.2. It presents a generalized compression scheme that
compresses LF data captured with a plenoptic camera and an MCS.

Paper IV addresses RQ 1.2. It presents comprehensive details on the choices
made to optimize MV-HEVC for compressing LF contents. In particular, it seeks
to optimize hierarchical bit allocation, reference picture management, and motion
estimation (ME).

Paper V addresses RQ 2.1. It presents an initial study on using shearlet transform-
based view interpolation scheme for LF compression.

Paper VI addresses RQ 2.1. It extends the work presented in paper V by intro-
ducing residual coding in shearlet-transform-based LF compression to improve the
compression efficiency.

1.7 Outline

This thesis is organized as follows. Chapter 2 presents the background of the thesis
and an overview of LF imaging, source coding, and shearlet transform. Chapter 3
presents prior art. Chapters 4, 5, and 6 explain the key contributions of this study.
In particular, Chapter 4 describes the methodology, Chapter 5 presents the results,
and Chapter 6 includes the discussion. Finally, Chapter 7 concludes this thesis by
reflecting on the outcomes and impact of this research work as well as the possible
future directions of research.



Chapter 2

Background

This chapter describes the three key knowledge fields on which this study is based.
The first section explains the representation and capturing of the visual information
of a scene. Then, HEVC as a source coding scheme is explained, followed by a de-
scription of shearlet transform.

2.1 Light field and its capturing modalities

This section explains the plenoptic function and its approximation as a 4D LF to
represent the visual information of a scene. It then explains the capturing of scene
information using LF acquisition systems (i.e., integral imaging, plenoptic cameras,
and MCSs).

2.1.1 Plenoptic function

Acting as a medium, light conveys the visual information of the scene, which can
be represented using a 7D plenoptic function [AB91]. The plenoptic function I =
P (θ, ϕ, λ, t, x, y, z) describes the intensity (I) of the light ray at the spatial position
(x, y, z) from the direction (θ, ϕ), having a wavelength λ at time t. Keeping in view the
limitations of capturing and computational technology, a set of constraints are used
to approximate the 7D plenoptic function. By assuming a scene free of occluders,
the 3D capturing space can be reduced to a 2D plane. Fixing the time information
and sampling the wavelength information using RGB color filters further enables the
simplification of the plenoptic function. Approximations of the plenoptic function
by following two-plane LF parametrization [LH96] leads to a 4D LF, as shown in
Fig. 2.1. Each light ray intersects two-parallel planes: the viewpoint plane (u, v) and
the focal plane (s, t). Each position on the viewpoint plane (u, v) captures the scene
information from a specific perspective onto the (s, t) plane. Hereafter, the term LF
will be used to describe plenoptic function approximation as 4D LF [LH96].

6
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Figure 2.1: Two-plane parameterization, in which a light ray is parameterized using
intersection points with two parallel planes.

2.1.2 Integral imaging

The integral imaging technique, pioneered by Lippmann in 1908 [Lip08], enables
capturing and displaying 3D scene contents. A 2D lens array is placed in front
of a photographic film, which captures the spatial and angular information on the
photographic film. In comparison to traditional single-aperture cameras, the inte-
gral imaging system employs multiple apertures corresponding to microlenses, with
each microlens capturing an image of the scene from a different viewpoint with re-
spect to the aperture location. Every microlens in the grid has a center of projection,
which makes the setup comparable to an array of traditional cameras. The recorded
angular and spatial information of the scene can be utilized in various applications,
including synthetically relocating the focal plane, viewpoint relocation, aperture re-
designing, and scene depth extraction.

2.1.3 Plenoptic camera

Plenoptic cameras capture the spatial and angular information of the scene onto a
single image using a microlens array (MLA) between the main lens and the image
sensor. According to the position of the MLA in relation to the main lens and im-
age sensor, two different types of optical configurations are derived, referred to as
plenoptic 1.0 and plenoptic 2.0 cameras. Figure 2.2 (a) shows the optical configu-
ration of the plenoptic 1.0 model. An MLA is placed at the focal plane of the main
lens, and an image sensor is placed behind the MLA. The distance between the im-
age sensor and the MLA is set to be the microlens focal length. The image behind
each microlens contains the angular information of a single spatial point focused by
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Figure 2.2: Plenoptic cameras utilize an MLA to preserve the directional information
of incoming rays. (a) shows the plenoptic 1.0 setup, in which the MLA is placed on
the main lens image plane. (b) shows the plenoptic 2.0 setup, in which the MLA and
sensor act as a relay system.

the main lens. The angular resolution of the captured LF is defined by the number of
pixels behind each microlens, and the spatial resolution is determined by the number
of microlenses. On the basis of the plenoptic 1.0 model, in 2006, the first commercial
plenoptic camera was introduced by Ren Ng at Lytro [NLB+05].

In the plenoptic camera 2.0 model, the MLA is placed in such a way so that it
focuses the image plane of the main lens, as depicted in Fig. 2.2 (b). Here, each
microlens records a portion of the scene so that scene objects are captured across
neighboring microlenses from slightly different perspectives. Both the spatial and
the angular resolution in the plenoptic 2.0 camera depend on the amount of overlap
among the micro-images, which in turn reflects the dependency on the scene depth
information. A prototype of a plenoptic camera based on the plenoptic 2.0 model
was presented in 2009 [LG09]. Moreover on the basis of the plenoptic 2.0 model,
a commercial plenoptic camera was developed at Raytrix [PW12]. To increase the
depth of field, micro-lenses with three different focal lengths were used in the Raytrix
plenoptic camera.

2.1.4 Multi-camera system

The availability of computational resources has made it possible to capture the visual
information using MCSs [KRN97] [FBA+94]. The layout of the cameras in MCSs is
generally dependent on their use in the intended application. In MCS-based LF cap-
turing, a set of conventional cameras are used at multiple viewpoints to observe and
record the scene information from different perspectives. A single camera can also
be used to capture the scene’s LF information by translating over a planar trajec-
tory [ZohVKZ17]. However, such systems are limited to capturing static scenes. To
use MCSs to capture the visual information of a scene, a set of constraints need to
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be strictly followed, including camera calibration and synchronization. The camera
calibration scheme estimates the intrinsic and extrinsic camera parameters, which
are used to process the data from the MCS. The camera synchronization technique
ensures the recording of the same scene by multiple cameras at the same time.

2.2 High efficiency video coding

The previous section explains different LF capturing systems that generate large
amounts of data that need to be addressed using an efficient compression solu-
tion. This section introduces the video coding standard used in this study to effi-
ciently compress the LF data. Single-camera videos are compressed using a state-
of-the-art compression scheme known as HEVC, and multiple video streams cap-
turing the same scene are compressed using an extension of HEVC called multi-
view HEVC (MV-HEVC). Generally, HEVC involves numerous stages: prediction,
transform, quantization, and entropy coding. Figure 2.3 shows an abstract descrip-
tion of the encoding process used in HEVC. The input video is submitted frame by
frame to an HEVC encoder in YCbCr format (i.e., one luma channel and two chroma
channels). Initially, predictive coding is performed to reduce the spatial and tem-
poral correlation present in the data. Two types of possible predictions in HEVC
are intra-prediction and inter-prediction. Intra-prediction relies on spatial informa-
tion, whereas inter-prediction uses the spatial and temporal information of the input
video. Next, a transformation based on discrete cosine transform (DCT) is applied
to further decorrelate the information in the frequency domain. Then, the transform
coefficients are quantized, entropy-coded, and transmitted into a bitstream.

Input 

video

Reduce the correlation 

using predictive coding

Transform &

Quanitization

Entropy 

Coding

Bit

Stream

Inter 

prediction

Intra 

prediction

Figure 2.3: Abstract representation of the processes involved in HEVC.

2.2.1 Coding tree unit

The encoding process aims to minimize the distortion between the original block
and the predicted block for a given bitrate. The specification of the bitrate to the en-
coding process is conveyed in one of two ways: either a quantization parameter (QP)
is stated or a target bitrate is assigned. The target bitrate allocation strategy, in turn,
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finds a suitable QP for each frame. Each frame is then divided into fundamental
blocks called coding tree units (CTUs). Once the QP is defined, the encoding process
initiates the partitioning of the CTUs on the basis of the RD cost. Each CTU is parti-
tioned in a quad-tree manner into coding units (CUs), which vary in size from 64×64
(depth 0) to 8×8 (depth 3) as shown in Fig. 2.4. Each CU consists of one luma coding
block (CB), two chroma CBs and its associated syntax. Below the CB level, additional
partitioning is performed into prediction blocks (PBs) and transform blocks (TBs).
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Figure 2.4: CTU quad-tree partitioning

2.2.2 Intra-picture prediction.

Intra-prediction may contain two types of prediction block (PB) partitions: PART-
2N×2N, in which PB is not split, and PART-N×N, in which PB is split into four
equal-sized PBs. Each PB is predicted from the boundary pixels of its neighboring
available PBs. HEVC intra-prediction supports intra-DC and intra-planar as well as
33 angular modes. The intra-DC mode uses the mean value of boundary samples,
whereas in the intra-planar mode, the value of each sample of the PB is generated by
interpolating vertical or horizontal boundary samples. In the intra-angular mode,
linear interpolation is applied to form a prediction for the current PB by using one
of the 33 specified directions [SOHW12].

2.2.3 Inter-picture prediction

The inter-prediction scheme enables each frame to take uni-prediction or bi-prediction
from neighboring frames present in the decoded picture buffer (DPB). Since predic-
tions are carried out block-wise, for a uni-prediction frame (P-frame), it may contain
intra-coded and uni-predictive blocks. When a frame is configured as bi-predictive,
it may contain intra-coded, uni-predicted, and bi-predicted blocks. A uni-predictive
block contains a reference index and a motion vector (MV) for each selected PB,
whereas a bi-predictive block contains two reference indices and two MVs for each
selected PB.

In HEVC, ME is performed to find the best candidate block from the reference
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pictures of a current PU by employing either a full search or an optimized search,
namely, test zone search (TZS) with quarter pixel precision [PAN12]. The full search
scheme tests all the pixels within a pre-defined window. The TZS method selects the
initial starting position and then performs course and refined searches to find the
best matching block. MV information of previously coded CUs is used to select the
initial starting position. Following a diamond pattern, a coarse search is performed
to find the MV with the minimum sum of absolute difference (SAD). When the dif-
ference between the obtained MV and the starting position is higher than a specified
threshold, an additional raster search is performed to obtain a finer estimate. Fi-
nally, a refinement step is performed by changing the starting position of the search
window to the best position estimated from the second stage. The bits required to
represent the motion information are further reduced by employing advanced mo-
tion vector prediction (AMVP) and merge modes. For a current PU, a candidate list
is formed by combining PUs that belong to the spatial neighborhood and temporal
reference frame. In AMVP, the MV difference between the current PU and the best
candidate PU, along with the index of the best candidate PU in the candidate list, is
encoded. The merge mode only encodes the index of the best candidate PU.

2.2.4 Transform, quantization, and residual coding

The residual information incurred by the prediction process is coded in TBs. Each
residual is calculated by taking the difference between the predicted samples and
the original samples. The residual information is further partitioned into multiple
square TBs, ranging from 32×32 to 4×4, also referred to as TB depth 0 to TB depth 3.
Here, a 2D transform is computed by applying 1D transforms in the horizontal and
vertical directions. The transform coefficients are then divided by the quantization
step size (QStep) and subsequently rounded off. In HEVC, the QP indexes the QStep
to be applied to the transform coefficients:

QStep(QP ) = (21/6)QP−4 (2.1)

An increase of 1 in the QP results in an increase in QStep of 12%. Increasing the
QP introduces quantization and rounding errors. Quantization error refers to the
difference between the transform coefficient and the closest available quantization
step. Rounding error is produced when the transform coefficient is not completely
divisible by QStep. However, an increase in the QP also reduces the number of bits
required to represent the transform coefficients. In HEVC, context-adaptive binary
arithmetic coding (CABAC) is used to code quantized coefficients [SB12]. The com-
pression process in HEVC, as shown in Fig. 2.4, calculates the RD cost at each depth
in a top-down manner. The best depth at the CU level is selected by comparing the
RD cost in a bottom-up direction. Minimization of the RD cost is strongly affected
by the choice of PB used and the TB partition selected for a corresponding CU.
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2.2.5 Prediction structure and group of pictures

In video sequences, the temporal correlation present in the data is used to exploit the
redundancy among the neighboring frames to improve the compression efficiency.
In HEVC, reference picture set (RPS) defines how previously decoded pictures are
managed in a DPB to be used in the prediction process. The coding order is specified
for a group of pictures (GOP). The RPS may contain past and future frames. Using
future frames in the RPS incurs a different encoding order of the video sequence
compared to the display order of the video sequence [Bar16].

In a GOP, the frames are arranged in a specific order according to the predic-
tion structure, and the coded video stream contains a succession of GOPs of a spe-
cific size. The HM encoder provides different prediction structures, as used in the
common test conditions [Bos13], which serve different purposes depending on the
intended application and available resources. The three most commonly used con-
figurations are intra-coding, low-delay coding, and random access. In intra-coding,
each frame in the source video is encoded without taking a prediction from any
other frame. In low-delay coding configuration, two further structures are derived,
namely, “low-delay P” and “low-delay B,” in which the first frame is encoded us-
ing intra-prediction for both configurations and the subsequent frames are encoded
using either a P-slice or a B-slice, respectively. In random access, the first frame is en-
coded as intra-frame, and the remaining frames are encoded as B-slices. Periodically,
an intra-frame is encoded after a certain number of frames defined by an intra-period
in the encoder configuration, which enables the random-access capability in the en-
coding scheme. In low-delay and random-access profiles, hierarchical bit allocation
is used to provide a better quality for frames used for the prediction of other frames
[LLLZ14].

2.2.6 Multi-view extension of HEVC

The multi-view approach of coding was conceptualized to improve compression ef-
ficiency of contents captured using multiple video camera system (MVCS). Several
studies [FK05, MMSW06, FG07] have been performed to investigate the inter-view
correlation present in the contents captured by an MVCS. It was reported that the
temporal and inter-view correlation among the frames of the MVCS depends on
the capturing setup and scene contents. It was also demonstrated in these stud-
ies that the temporal correlation dominates the inter-view correlation for the tested
sequences. However, a considerable amount of prediction is also selected from
inter-view frames, emphasizing the need for multi-view coding. The multi-view
coding extension is supported in the H.264/advanced video coding (AVC) stan-
dard [VWS11]. Following similar principles, MV-HEVC complements the reference
HEVC framework by enabling each frame to take a prediction from frames resid-
ing in the same video stream (temporal prediction) and across neighboring video
streams (inter-view prediction). Generally, MV-HEVC utilizes the ME scheme of
HEVC to find the disparity vectors across neighboring views.

The parameter View ID (VID) identifies the relative position of each video cam-
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Figure 2.5: Prediction structure in MV-HEVC.

era, and the picture order count (POC) represents the capturing instant of each frame,
as shown in Fig. 2.5. The parameter decoding order (DO) and view order index
(VOI) specify the encoding order of each frame. In the configuration shown in
Fig.2.5, the DO and VOI are the same as the POC and VID, respectively. MV-HEVC
enables each frame to seek a temporal prediction (A) and inter-view prediction (V)
from the available neighboring frames.

2.3 Shearlet transform

This section discusses the shearlet transform, which is used in this research work
as a view interpolation method to improve the compression efficiency of LF data
captured using MCSs. In recent years, shearlets have been investigated for the
purpose of performing multi-resolution analysis of multidimensional data [GLL09,
Lim10, VBG17]. Fundamentally, shearlets stem from the theory of wavelet analysis,
which employs two important functions: a scaling function and a wavelet function
[GW+02]. The scaling function tends to approximate the squared differential func-
tion by employing a set of expansion functions composed of binary scaling and in-
teger translations. In 1D multi-resolution analysis (MRA), the scaling function φ is
defined as

φj,k(x) = 2j/2φ(2jx− k), (2.2)

where k and j represents the shift and scale of the function. Generally, the sub-space
spanned over k by j is expressed as Vj = spank{φj,k}. Assuming that the scaling
function follows the requirements of MRA [Mal89], the expansion functions of any
sub-space can be written as a weighted sum of expansion functions of higher space
as follows:

φj,k(x) =
∑
n

hφ(n)2
(j+1)/2φ(2j+1x− n), (2.3)
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where hφ(n) represent the coefficients of scaling function. This equation is generally
referred to as the MRA equation or the dilation equation. It states that the expansion
functions of any subspace can be built from twice resolution copies of itself, which
represents the expansion functions of the next higher resolution space.

Given a scaling function as defined in Eq. (2.2), a wavelet function is defined in
such a way that it, together with its integer translates and binary scalings spans the
difference between two adjacent scaling sub-spaces (Vj , Vj+1 ). The wavelet function
ψ is defined as

ψj,k(x) = 2j/2ψ(2jx− k), (2.4)

Similar to the scaling function, the wavelet function can be written as

ψj,k(x) =
∑
n

hψ(n)2
(j+1)/2ψ(2j+1x− n), (2.5)

where hψ(n) represent the coefficients of the wavelet function. A function f(x) can
be expressed in terms of the scaling and wavelet function as

f(x) =
∑
k

cj0(k)φj0,k(x) +

∞∑
j=j0

∑
k

dj(k)ψj,k(x), (2.6)

where j0 is the arbitrary starting scale, cjo(k)′s are called approximations or scal-
ing coefficients and djo(k)

′s are referred to as detailed coefficients or wavelet coef-
ficients. The scaling coefficients encode the low-frequency region, and the wavelet
coefficients localize the high-frequency region.

The traditional theory of wavelets, which is based on the use of isotropic dila-
tions, is suitable for 1D signals. Although, the isotropic wavelet transform has the
advantage of simplicity, it lacks directional sensitivity and the ability to detect the
geometry of the input signal, hence creating a need to construct more sophisticated
transforms (e.g., shearlet transform). The cone-adapted discrete shearlet system (SH)
is defined by applying parabolic scaling, shearing and translation transforms on the
scaling and shearlet generator functions [KL12]. For c = (c1 c2) ∈ R2

+, the system is
defined as follows

SH(ϕ, ψ, ψ̃; c) = Φ(ϕ; c1) ∪Ψ(ψ; c) ∪ Ψ̃(ψ̃; c) (2.7)

where

Φ(ϕ; c1) = {ϕm = ϕ(.− c1m) : m ∈ Z2},
Ψ(ψ; c) = {ψj,k,m = 2

3
4 jψ(SkA2j .−Mcm) : j ≥ 0, |k| ≤ ⌈2

j
2 ⌉,m ∈ Z2},

Ψ̃(ψ̃; c) = {ψ̃j,k,m = 2
3
4 jψ̃(STk Ã2j .− M̃cm) : j ≥ 0, |k| ≤ ⌈2

j
2 ⌉,m ∈ Z2},

whereA and Ã are parabolic scaling matrices which ensures anisotropic support, the
translation sampling matrices are defined as Mc = diag(c1, c2) and M̃c = diag(c2, c1)
and finally shearing matrix is defined as Sk which enables spanning of different ori-
entations. More comprehensive details on cone-adapted shearlets can be found in
[KL12].

A2j =

(
2j 0

0 2
j
2

)
, Ã2j =

(
2

j
2 0
0 2j

)
, Sk =

(
1 k
0 1

)
.
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2.3.1 View interpolation using shearlet transform

Figure 2.6 (a) shows the organization of views captured using an array of cameras
placed along the t-axis. The image plane is represented by the (u, v)-axis. Gather-
ing the image rows for all views by fixing the parameter u forms a sliced image.
Each generated slice is referred to as an epipolar plane image (EPI), which exhibits
a special line structure as shown in Fig. 2.6 (b). The slope of the lines in the EPI
corresponds to the depth of each object point visible in the perspective views. The
disparities corresponding to the two highlighted lines in Fig. 2.6 (b) are represented
by d1 and d2. The frequency response of the EPI is bounded by the maximum and
minimum scene depth (in a bow-tie-shaped region). Decimation of views in the
t-axis incurs an aliasing artifact in the EPI, and the decimated views can be recon-
structed by designing an appropriate anti-aliasing filter. Shearlet filters with scaling,
translation, and shearing properties effectively localize the frequency response of
EPIs [VBG17]. Iterative thresholding of shearlet coefficients in the shearlet domain
is applied for the reconstruction of dense LF views from a sparse set of LF views
[VBG17].
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Figure 2.6: (a) Scene capturing using an array of cameras. (b) EPI representation. (c)
Tiling of a frequency plane using shearlet filters.



Chapter 3

Related Works

This chapter provides an overview of the recent advances made in the field of LF im-
age compression. Initially, LF compression schemes were mainly developed by con-
sidering contents either synthetically produced or captured using non-commercial
integral imaging devices. However, with the availability of plenoptic cameras in con-
sumer market, plenoptic images were also used to test the LF compression schemes.
Besides, contents based on integral imaging and plenoptic cameras, LF contents cap-
tured using MCSs were also used to benchmark the compression schemes. Recently,
with the increasing interest of the research community and industry, an initiative was
undertaken by the JPEG committee, titled JPEG Pleno, to standardize the LF coding
procedures [EFPS16]. In this chapter, compression schemes are categorized accord-
ing to the approach used for compression (i.e., transform coding, image coding, and
video coding schemes), and then mixed approaches are presented in Section 3.4. The
last section of this chapter concludes the presented LF compression schemes.

3.1 Transform coding-based schemes

Transform-based compression approaches reduce the redundancies present in data
by employing a specific transform domain. Data is converted into a specific trans-
form, in which transform coefficients are further quantized and efficiently coded
using entropy coding schemes. At first, several researchers proposed extending the
conventional wavelet and discrete cosine transform (DCT) to efficiently address the
correlation present in high-dimensional LF data. A 4D Haar wavelet was applied
to synthetically captured views in [MEG00], and a hybrid approach was used in
[MA03] to compress integral images. Viewpoint images were created by selecting a
specific pixel from each integral image and providing it as an input to 2D discrete
wavelet transform (DWT). The low-frequency band was further transformed using
3D-DCT. In [JYJ05], the correlation present in integral images was exploited using
vector quantization and Karhunen–Loève transform (KLT). Chang et al. [CZRG06]
incorporated disparity compensation into wavelet transform for LF compression. A

16
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cascaded 2D inter-view transform followed by a 2D intra-view transform was ap-
plied to the views of LF data, and the coefficients were encoded using the mod-
ified set partitioning in hierarchical trees (SPIHT) algorithm. In [Agg06], integral
images were compressed using 3D-DCT followed by a 3D scalar quantizer, and DCT
coefficients were entropy-encoded using a Huffman-based scheme. In [Agg11], a
3D-DWT-based compression scheme was applied on perspective images. A varia-
tional optimization method was used in [TBW+17] to estimate the disparity map
from SAIs, which was then given as an input to a motion-compensated wavelet lift-
ing scheme. JPEG 2000 was used to compress a sub-group of SAIs and estimated
disparity map. Carvalho et al. [dCPA+18] proposed a 4D-DCT-based compression
scheme for LF views. LF views were divided into fixed-size 4D blocks, and each
block was independently transformed by 4D-DCT. The estimated coefficients were
then quantized using hexadeca-tree bit plane decomposition and coded using an
adaptive arithmetic encoder. The solution was adopted in JPEG Pleno reference soft-
ware as a 4D transform mode.

3.2 Image coding-based schemes

Image compression [SOHW12] uses a hybrid approach to achieve a high compres-
sion efficiency. The input image is divided into coding blocks (CBs), and a predic-
tive coding step is added before the transform coding for compressing each block of
the image. A plenoptic camera captures the spatial and angular information of the
scene onto a single image [NLB+05], which makes the image coding scheme a can-
didate for plenoptic image compression. Recent solutions [LOS16, CNS16, MLC+16,
ZWC+17] proposed to compress plenoptic images by modifying the HEVC intra-
coding scheme. Modifications in HEVC enable the current block to take a block-
based prediction from its neighboring blocks to exploit the non-local spatial correla-
tion present in the plenoptic image. Li et al. proposed a block-based bi-prediction
capability for the coding of focused plenoptic images [LSOJ16] and conventional
plenoptic images [LOS16] by incorporating the inter-prediction tools in the HEVC
intra-coding framework. Conti et al. [CNS16] used a self-similarity (SS) compen-
sated prediction concept in the HEVC intra-coding scheme. Monteiro et al. [MLC+16]
added local-linear embedding-based prediction and SS prediction schemes in the
HEVC intra-coding structure. Zhong et al. [ZWC+17] proposed an optimized sam-
ple selection for HEVC directional modes and added a block-matching scheme to
linearly predict the current micro-lens image using three neighboring blocks. Prior
to the de-mosaicing and pre-processing of a plenoptic image, Chao et al. [CCO17]
proposed a graph lifting transform to code a plenoptic image in its original format
to avoid the influence of distortion from the color conversion and sub-sampling.
Monteiro et al. [MNRF17] proposed a high-order geometric-transformation-based
prediction model for block-based prediction in the HEVC intra-coding scheme to
improve plenoptic image compression. Subsequently, they updated the method by
adding a training stage in the encoder side that allows the transformation parame-
ters to be inferred in the decoder to reduce the amount of information transmitted by
the encoder [MNFR18]. In [JHD18], a lenslet image was reshaped prior to encoding
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to better align the micro-images with the block-based structure of HEVC, and three
novel block-based prediction modes were integrated in the HEVC intra-scheme. The
prediction of each block can be achieved by (1) forming a linear combination of four
neighboring blocks, (2) using a single neighboring block, and (3) using the boundary
samples of neighboring blocks.

3.3 Video coding-based schemes

The similarity between the frames of a video and the perspective views of LF moti-
vated several researchers to convert perspective views into PVSs and employ video
coding schemes. In [OSX06], integral images were considered as a frame of Pseudo
Video Sequence (PVS) and given as an input to an H.264-based scheme. Specific sam-
pling of pixels decomposes the plenoptic image into SAIs, which depict the scene
from slightly different perspectives. Recent plenoptic image compression schemes
[LWL+16, JYZ+17, ZC17, LLL+17] tend to exploit the correlation present among
neighboring SAIs by employing well-developed video coding tools. In [LWL+16],
SAIs were treated as frames of a PVS and given as an input to HEVC to take ad-
vantage of the inter-prediction tools. An optimized SAI rearrangement was also
proposed in [JYZ+17] with enhanced illumination compensation and adaptive re-
construction filtering to improve the compression efficiency. Moreover, a 2D hierar-
chical coding structure was proposed [LLL+17] to partition SAIs into four quadrants
and restrict the prediction structure within each quadrant to better manage the ref-
erence pictures in HEVC. Avramelos et al. [ADPVWL19] converted the SAIs of a
plenoptic camera and views of an MCS into a PVS and performed a compression
analysis using Advance Video coding (AVC), HEVC, and Versatile Video Coding
(VVC). A significant compression efficiency has been reported when VVC was com-
pared to AVC; however, a low RD efficiency was achieved in comparison to HEVC.
Monteiro et al. [MRFN19] improved the LF compression efficiency by proposing an
Euclidean-distance-based reference picture selection scheme in HEVC.

3.4 Other schemes

Numerous research studies have adopted mixed approaches for LF compression.
For example, a compression scheme based on homography and 2D warping was
presented in [Kun12], which exploits the inter-view correlation present in the views
of MCSs. A homography-based LF compression solution [JLPFG17] was also pre-
sented, in which the homographies between the side views and central view are esti-
mated by minimizing the error using the low-rank approximation model. Hawary et
al. [HGTB17] proposed a scalable LF compression method by exploiting the sparsity
present in the angular domain of LF. A subset of views was coded in the base layer
of the scalable extension of HEVC (SHVC), and a reconstruction based on the Sparse
Fast Fourier Transform (SFFT) was used to predict the remaining views whose pre-
diction error was coded in the enhancement layer. In [THA17], segmentation of the
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central view was performed and used to estimate the displacement of regions in the
side views. The segmented information, displacement vectors, and a set of sparse
views were coded in the bitstream. In [ZC17] a sparse set of views were encoded as a
PVS, and their corresponding decoded views were used to approximate the remain-
ing views as a weighted sum of neighboring views. Astola et al. [AT18] proposed
a depth-based warping scheme to predict LF views using a subset of coded views
and their associated depth information organized in hierarchical levels. Reference
views placed at higher hierarchical levels were warped to the location of the current
view, and merging was performed using one optimal least square merger, which is
based on occlusion in the warped reference views. Additionally, the merged views
were adjusted using a sparse predictor, and this compression solution was adopted
in JPEG Pleno reference software as a 4D prediction mode.

A deep-learning scheme based on Generative Adversarial Network was pro-
posed to synthesize full views using a sparse set of key views [JZW+18]. In [BHD+18],
a sparse set of views were encoded using HEVC, and the remaining views were re-
constructed using a combination of linear approximation prior and deep-learning
schemes. Viola et al. [VMFE18] proposed a graph learning approach for LF com-
pression. A checkerboard pattern was followed to divide the input SAIs into two
sets. Graph estimation was performed on the first set, and the graph weights were
encoded while the second set of SAIs was compressed using HEVC as a PVS. On the
decoder side, decoded views and graph weights were used to reconstruct a complete
set of SAIs.

3.5 Concluding remarks

Initially, transform-based schemes (i.e., KLT, DCT, and DWT) were investigated to
address the correlation present in LF contents. Recently, the advances made in im-
age and video coding schemes (e.g., HEVC) have shown a promising RD efficiency
for LF contents. Significant research efforts have been reported for LF compression,
mainly due to the availability of various benchmark datasets [VA08, RE16] and the
call for proposals by grand challenges [RBE+16, ICI]. The plenoptic images captured
using Lytro cameras were mainly considered in the state-of-the-art plenoptic image
compression schemes, which mainly employ an HEVC image coding scheme as pre-
sented in Section 3.2. However, most of the schemes rely on neighboring micro-lens
images for the prediction of the current block. Such schemes do not efficiently ex-
ploit the non-local spatial correlation present in the data. Decomposing a plenoptic
image into tiles [PA16] does not reflect the different perspectives of the scene and,
hence, provides non-natural images as an input to a video coding scheme. Later on,
an SAI representation was adopted to take advantage of video coding tools, as pre-
sented in Section 3.3. Although such schemes have achieved a better compression
efficiency than that of plenoptic image compression, converting 2D LF views into a
single PVS restricts the inter-view prediction to a single dimension.

Various requirements for LF compression schemes have also been investigated
in recent studies, such as reference picture management [LLL+17, JZW+18], region-
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of-interest-based coding [CSN18], scalable coding [CSN18, HGTB17, KTF18], ran-
dom access [APP+19, PM19, MLY+19], and fast LF compression [APPG19, TTAA20].
Most of the LF compression schemes presented in this chapter rely on image and
video coding tools, which have been able to achieve an enormous compression ef-
ficiency with the support of research efforts over the past two decades. Hence, en-
hancements and customizations in image and video coding schemes will influence
the LF compression efficiency.



Chapter 4

Methodology

This chapter describes the methodology followed in this thesis to address the re-
search questions formulated in Section 1.4 in context of the background and related
works discussed in previous two chapters.

4.1 Knowledge gap from prior art

First, a detailed literature analysis is performed to identify well-established theories
proposed for closely related data formats to test their applicability to LF image com-
pression. Then, an investigation is conducted on closely related research problems
(e.g., LF view synthesis) to exploit their benefits in LF image compression. This sec-
tion presents the motivation behind the two main contributions of this thesis in the
context of prior art.

4.1.1 A multi-view approach

In the previous chapter, Section 3.2 discussed plenoptic image compression schemes
that mainly rely on HEVC image compression. Generally, the HEVC intra-prediction
scheme relies on the boundary pixels of a CB to form a prediction, which makes the
scheme limited in terms of addressing the non-local spatial correlation present in
plenoptic images (e.g., Lytro plenoptic images). Decomposition of a plenoptic image
into SAI representations [DPW13] allows video encoding tools to become effective,
since each SAI depicts the scene from a specific perspective, similar to a view cap-
tured by a traditional camera. However, converting 2D perspective views into a
single PVS limits the encoding scheme to only use a single-dimensional inter-view
correlation. PVS-based LF compression also conflicts with the MV scaling process
used in video coding (i.e., HEVC).

In hierarchical coding [SMW06], variable bits are allocated among the frames
of a GOP to maintain a high quality for the frames used in the prediction process
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to reduce the error propagation along the prediction. In the context of LF image
compression, it should be noted that the 2D prediction structure and hierarchical
coding has not been investigated in MV-HEVC to improve the overall compression
efficiency.

4.1.2 A view synthesis approach

Generally, high-resolution cameras are used in large numbers to capture LF data us-
ing MCSs [ZohVKZ17, VA08]. Standard video coding schemes consider all LF views
for compression [LWL+16], which poses a challenge to maintain the RD efficiency at
low bitrates for MCS-based LF data. Moreover, MCS-based LF capturing employs a
wide baseline, and recorded views contain a lower inter-view correlation compared
to SAIs captured using a plenoptic camera, which employs a narrow baseline. View
synthesis schemes can be employed to discard a significant number of input views
and interpolate them using a sparse set of input views. However, in the context of LF
compression, the shearlet-transform-based scheme, a state-of-the-art view synthesis
scheme [VBG17], was not investigated to improve the compression efficiency for LF
data captured using an MCS.

4.2 Synthesis of the proposed solutions

This section describes the design choices made to develop proposed solutions based
on the identified theories to efficiently compress LF images. The relationship be-
tween the proposed solutions and formulated RQs is established to quantify the per-
formance.

4.2.1 A multi-view approach

Multi-view coding was initially proposed as a solution to efficiently compress multi-
view video contents [FG07]. The solution demonstrates that the compression ef-
ficiency improves by enabling inter-view prediction, which exploits the correlation
present in neighbouring video streams. Generally, the SAIs of plenoptic cameras and
views of MCSs contain a inter-view correlation. Hence, RQ 1.1 has been formulated
to quantify the improvement in the RD efficiency by employing multi-view coding
compared to single-view coding using the state-of-the-art HEVC standard. Both the
SAIs of a plenoptic camera and the views of an MCS are interpreted as a frame of
multiple PVSs, and compression is performed using MV-HEVC.

In the 2D array of LF views, allowing each view to seek the prediction from its
neighboring views can improve the RD efficiency. However, reference pictures are
made available for prediction after going through an encoding–decoding process,
which requires considering two main design aspects: (1) to select a coding order
such that most of the views can seek a prediction from their neighborhood and (2) to
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utilize high-quality views in the prediction process. Hence, RQ 1.2 has been formu-
lated to investigate a 2D prediction and hierarchical coding scheme in MV-HEVC for
LF contents.

In the proposed compression scheme, the input LF views are categorized into
different levels according to the location of each view. The central LF view (referred
to as the base view) is considered as the most essential information of the LF, since it
contains a high correlation with all the remaining views [LLL+17], and is therefore
placed at the first hierarchical level. Without any prior knowledge about the scene’s
geometry, a uniformly sub-sampled sparse set of views of the input LF is treated as
the second most important information of the LF and is assigned the second hier-
archical level. These sparsely distributed views of the input LF assigned with high
quality are utilized as a predictor for views placed at subsequent levels. In a similar
manner, the subsequent hierarchical levels are assigned to the remaining LF views.

According to the assigned hierarchical levels, in the first step, a 2D prediction
structure is constructed in such a way that views placed at higher levels are used
for the prediction of views at the same level or for views placed at a lower level.
In the second step, based on the QP, a variable rate allocation scheme is adopted to
distribute bits among views placed at different hierarchical levels. The assignment
of a QP is performed in such a way that views placed at a higher level are assigned
a lower QP (better quality) than that assigned to views placed at subsequent levels.
This QP-based bit allocation among views is designed to maintain a favorable qual-
ity for views that are used for the prediction of other views to improve the overall
compression efficiency.

In inter-prediction, ME is performed on the reference pictures of the current
frame, as explained in Section 2.2.3. In the proposed solution, the inter-prediction
process is simplified for LF contents in two ways: (1) by quantifying the number of
reference pictures essential for maintaining the RD efficiency for LF images and (2)
by reducing the ME search range. The MV information observed in the initial coded
views is used to set the motion search range of the remaining LF views, since the
LF views represent the same scene from slightly different perspectives. For more
details, please refer to Paper IV.

4.2.2 A view synthesis approach

Generally, LF view synthesis schemes generate novel views using a limited amount
of data. In this study, we propose compressing a small subset of views from input LF
and providing them as an input to a shearlet-transform-based scheme to interpolate
the missing views. Hence, RQ 2.1 has been formulated to quantify the improve-
ment in the RD efficiency by employing a shearlet-transform-based LF compression
scheme compared to LF compression based on video coding.

Following a similar strategy in [VBG17], a subset of views are uniformly sub-
sampled from the input LF. These sub-sampled views are referred to as key views,
and the remaining views are referred to as decimated views. The key views are com-
pressed using the video coding scheme described in Paper IV. The decompressed key



24 Methodology

views are rearranged on the basis of the disparity range contained in the LF views
(assumed as prior knowledge) to achieve a single pixel disparity between adjacent
views. These rearranged decoded key views are converted into EPIs, and a shearlet
transform is applied to interpolate the decimated views. It should be noted that the
error between the ground-truth and interpolated decimated views is a consequence
of two main factors: (1) the quality of the compressed key views that are utilized by
the shearlet transform as an input and (2) the fact that the shearlet-transform-based
scheme relies on key views to interpolate decimated views, hence it achieves limited
reconstruction efficiency. In the proposed solution, the error between the ground-
truth and interpolated decimated views is investigated and compressed using an
intra-prediction scheme.

4.3 Verification

This section presents the verification method used to evaluate the proposed com-
pression schemes. It also describes the LF images, experiments, and quality metrics
used to assess the performance of the proposed compression schemes.

4.3.1 Dataset

The MV-HEVC based LF compression scheme presented in paper IV was tested on
six benchmark LF images sampled from different datasets [RE16, VA08, ZohVKZ17].
The LF images selected from [RE16] were densely sampled and were found to have
a complex scene geometry with different contents. To avoid dark views in [RE16]
incurred by vignetting, central 13 × 13 views were used in the experimentation, as
suggested by the JPEG Pleno common test conditions [PPdS+18]. The LF image
Tarot Cards from [VA08] has diffuse textured objects at different orientations and
depths. The LF image Set2 is captured using a wide baseline MCS which represents
a sparsely sampled LF. The details of the selected LF images can be found in Table 1
of Paper IV.

The shearlet transform-based LF compression scheme presented in Paper VI was
evaluated on nine LF images selected from three benchmark datasets [VA08, HJKG16,
ZohVKZ17]. The selected LF images contain a variety of properties , such as varying
baselines, complex geometries, specularities, translucency, and different colored ob-
jects at different depths. The details of the selected LF images can be found in Table
III of paper VI.

4.3.2 Experiments

The proposed schemes were implemented in the MV-HEVC Test Model (HTM-16.3)
[HTM20]. LF images from datasets [RE16, ZohVKZ17] were provided in a 10 bits
per pixel (bpp) RGB format, and those from dataset [VA08] were provided in an 8
bpp RGB format. To select the input format for the proposed encoding schemes,
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three candidate formats were tested: YUV444 with 10 bpp, YUV444 with 8 bpp, and
YUV420 with 8 bpp. For each of the candidate input formats, an RD comparison
(PSNR-YUV versus bpp) was made with their equivalent YUV444 10 bpp format.
The results show that a better compression efficiency is achieved with the quan-
tized and chroma sub-sampled input format. Hence, in the proposed compression
schemes, YUV420 with an 8 bpp format was selected.

4.3.3 Performance measures and data analysis

The mean Peak Signal to Noise Ratio (PSNR) of all LF views on the luminance
component is used as a single quality metric because of the visual importance of
the luminance channel over chrominance channels. The bitrate is defined by bpp
which was calculated from a coded bitstream of YUV components. A PSNR-versus-
bpp curve is plotted to present the RD performance of the proposed schemes. The
BD-PSNR metric [Bjo01] was also used to quantify the RD performance of the pro-
posed schemes compared to anchor schemes. Furthermore, the performance of the
shearlet-transform-based compression scheme was demonstrated on different bi-
trates. With the availability of the JPEG Pleno common test conditions [PPdS+18], LF
images were compressed on five different bitrates to demonstrate the performance of
the MV-HEVC based compression scheme at different bitrates. The proposed com-
pression schemes were compared with the x265-based JPEG Pleno anchor scheme
[Mul] to make the proposed schemes comparable with state-of-the-art methods.



Chapter 5

Results

This chapter presents the main results obtained from the research carried out in this
thesis. Section 5.1 presents the compression solutions proposed in this research work
and Section 5.2 quantifies their performance by reporting results from published pa-
pers.

5.1 The proposed solutions

In the previous chapter, the synthesis of the proposed solutions was described in
Section 4.2. This section presents the resulting LF image compression solutions.

5.1.1 A multi-view approach

The MV-HEVC-based LF compression scheme is presented in Fig. 5.1. The SAIs of
the plenoptic camera and views of the MCS were converted into MPVSs and pro-
vided as an input to MV-HEVC. Initially, the views were organized into hierarchical
levels to assign a better quality to frames placed at higher levels compared to views
belonging to lower levels. The MV-HEVC parameters POC and VID provide infor-
mation regarding the location of each view, whereas the parameters DO and VOI
identify the encoding order of each view. In the proposed solution, the QP of each
view was derived on the basis of the MV-HEVC parameters POC, VID, DO, and
VOI. A base QP (QB) was assigned to the central view, and a relative quantization
offset (QO) was estimated for all the remaining views by considering the following
aspects. (1) Views frequently used in the prediction process as reference pictures
were assigned with a lower QP offset to maintain a high quality for such views. (2)
Views relatively near to the central view were assigned with a lower QP offset to
maintain a high quality for such views. The QP calculation for all LF views indexed
by the parameters m and n is as follows:
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Figure 5.1: Block diagram of MV-HEVC based LF compression. SAIs of plenoptic
cameras and views of MCSs are interpreted as frames of MPVSs. Then, the MPVSs
are compressed using MV-HEVC by employing the proposed 2D prediction and hi-
erarchical coding scheme.

QP (m,n) = QB +
QO(m,n)

max(QO)
×QMAX, (5.1)

where QB represents the QP assigned to the base view and QO represents the quan-
tization offset for each view. To generalize the proposed scheme, the maximum vari-
ation of QP between views was set as a free parameter by normalizing the QP offset
with the parameter QMAX. More details can be found in Paper IV.

5.1.2 A view synthesis approach

Figure 5.2 shows the shearlet-transform-based LF compression scheme. Input LF
views were divided into two sets: key views and decimated views. The key views
were selected by uniformly sub-sampling the input LF views and the remaining
views were marked as decimated views. Then, the key views were encoded and sent
to the decoding side, where shearlet-transform-based LF reconstruction was used to
interpolate the decimated LF views. Subsequently, the RD efficiency of the proposed
scheme was further improved by coding the error of the views that have been in-
terpolated using a shearlet transform, as shown by the dashed line in Fig. 5.2. The
key views were decoded at the encoder side, and shearlet-transform-based LF recon-
struction was employed to interpolate the decimated LF views. The error between
the original and interpolated decimated views was then calculated and encoded as
a single PVS using the base layer of MV-HEVC, which works similarly to HEVC for
such an input.
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Figure 5.2: Block diagram of shearlet-transform-based LF compression. At the en-
coder side, the input LF views are divided into key views and decimated views. The
decoded key views are used by a shearlet transform to interpolate the decimated
views and residual information is estimated. The compressed key views and com-
pressed residual information are transmitted in the encoded stream. At the decoder
side, a shearlet transform is used to interpolate the decimated views by employing
key views. The residual bitstream is decoded and added to the interpolated views.

5.2 Verification results

This section quantifies the performance of the proposed compression solutions by
following the evaluation methodology presented in Section 4.3. The main results
obtained in the published papers are reported in the context of formulated RQs.

5.2.1 A multi-view approach

Papers I and II address RQ 1.1 by considering LF contents from plenoptic cameras
and MCSs, respectively. An RD performance comparison is made between the MV-
HEVC-based compression scheme and single-layer x265-based compression scheme.
The results in Papers I and II show that the MV-HEVC-based scheme outperforms
the anchor scheme for all the selected LF images, with an average BD-PSNR gain of
2.2 dB.

Papers III and IV address RQ 1.2 and show the RD performance of the MV-
HEVC-based compression scheme by incorporating 2D hierarchical coding and a
prediction structure. First, to quantify the impact of hierarchical coding, an experi-
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Figure 5.3: The rate-distortion comparison of the proposed MV-HEVC based LF
compression scheme with a graph learning scheme [VMFE18] and JPEG Pleno an-
chor scheme for selected LF images.

ment was performed on the proposed hierarchical coding (variable QP parameters)
and uniform coding scheme (fixed QP parameters). The results showed that the pro-
posed 2D hierarchical coding yields on average a 0.5 dB BD-PSNR gain compared to
the uniform coding scheme. Second, in the context of LF compression, an experiment
was conducted in Paper IV to quantify the number of reference pictures essential for
maintaining the RD efficiency for the selected LF images. It was further demon-
strated in Paper IV that the proposed optimization in the motion estimation scheme
achieves on average an 80% reduction in the SAD computations compared to the
HEVC test zone search [SOHW12, PAN12], with negligible loss in RD performance.

Finally, in Paper IV, the proposed scheme was compared with a state-of-the-art
scheme [VMFE18] and an x265-based PVS scheme. The results show that the pro-
posed scheme outperforms the state-of-the-art compression scheme, with an aver-
age BD-PSNR gain of 0.78 dB. Moreover, compared to the x265-based PVS scheme,
the proposed scheme achieved on average a 2.58 dB BD-PSNR gain. Figures 5.3 (a)
and (b) show the RD performance of the proposed scheme and anchor scheme for a
Bikes LF image, representing dense LF captured using a plenoptic camera (selected
from the EPFL dataset) [RE16] and a Tarot Cards LF image representing sparse LF
captured using an MCS (selected from the Stanford dataset) [VA08].

5.2.2 A view synthesis approach

Papers V and VI address RQ 2.1 and report the performance of the shearlet-transform-
based LF compression scheme. In Paper V, it is proposed to compress a small set of
views, also referred to as key views, and predicting the missing views, also referred
to as decimated views, at the decoder side by employing shearlet-transform-based
view interpolation. Hence, the results obtained in Paper V show that the proposed
scheme significantly improves the RD efficiency at low bitrates compared to the
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HEVC-based PVS coding scheme, whose performance is better at high bitrates. The
RD efficiency of the shearlet-transform-based LF compression scheme was further
improved by considering the error between the ground truth and interpolated deci-
mated views. Paper VI demonstrates PSNR improvement of 2 dB on average by cod-
ing the prediction error of decimated views. The RD performance of the proposed
scheme was compared against the x265-based benchmark scheme and compression
scheme presented in paper II. Figure 5.4 shows a significant RD improvement as a
result of coding the prediction error of decimated views along with coded key views.
The proposed scheme performs better than the x265-based benchmark scheme at all
the tested bitrates. Moreover, the proposed scheme shows a better RD efficiency at
low bitrates compared to the MV-HEVC based LF compression scheme presented in
Paper II, whose performance is better at high bitrates.
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Figure 5.4: Rate-distortion analysis of the proposed shearlet-transform-based LF
compression scheme and anchor schemes.



Chapter 6

Discussion

This chapter presents a detailed discussion of the selected methodologies from the
perspective of synthesis and verification of the proposed solutions, followed by an
insightful discussion of the obtained results.

6.1 Reflection on the selected methodology

This section reflects on the selected methodology defined in Chapter 4 by discussing
the synthesis and verification of the proposed compression solutions.

6.1.1 Synthesis

The synthesis of the proposed solutions highlights important aspects of the research
process. A detailed literature study was performed on closely related data formats to
identify the possible approaches for solving the first part of the twofold purpose pre-
sented in Section 1.4. Well-established theories (e.g., multi-view coding, hierarchi-
cal coding, and bi-directional prediction) and a state-of-the-art tool (i.e., MV-HEVC)
were investigated in the context of LF images. These investigations were considered
for the development of the MV-HEVC-based LF compression scheme.

To address the second part of the twofold purpose, another study was performed
to investigate the LF view synthesis scheme in the context of LF image compression.
The ability of the view synthesis scheme to reconstruct dense LF views by employing
limited scene information was exploited for LF image compression. This investiga-
tion led to the development of the shearlet-transform-based LF compression scheme.
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6.1.2 Verification

The main results of this research work were obtained by following the JPEG Pleno
common test conditions [PPdS+18]. These common test conditions specify the LF
images, bitrates, anchor scheme, and assessment methods. The LF images selected in
the JPEG Pleno dataset are sampled from different datasets. The JPEG Pleno dataset
contains densely and sparsely sampled LF images captured using a plenoptic cam-
era and an MCS, respectively. The dataset also contains synthetically generated LF
images, which helps producing LF images with desired properties. The bitrates de-
fined in the common test conditions are used to evaluate the coding scheme perfor-
mance at different bitrates (from low to high bitrates). In Paper VI, slightly different
bitrates were used to compress LF images; however, the selected bitrates covered
different bandwidth scenarios. Generally, LF data can be used by machine vision
applications or in applications involving human interaction. To address the appli-
cations intended for human interaction, benchmarking compression schemes using
subjective quality assessment methods can provide further insights into the perfor-
mance of coding schemes. However, independent of any specific application, the
RD efficiency was reported by following the objective quality assessment metric,
as suggested in the JPEG Pleno common test conditions [PPdS+18]. The adopted
assessment method makes the proposed scheme comparable to current and future
research studies. Moreover, the single-layer x265-based PVS compression scheme,
as suggested in [PPdS+18], was used to report improvements in RD efficiency.

6.2 Reflection on the obtained results

This section discusses the main results of this research work and presents an analysis
of the results obtained by employing the proposed compression schemes.

6.2.1 A multi-view approach

In this study, an SAI representation of a plenoptic camera was considered for com-
pression, which reflects the perspective views of a scene similar to the views of
an MCS. The optical configuration of the plenoptic camera based on the plenop-
tic 1.0 model enables the generation of SAIs without the need for depth informa-
tion [DPW13]. Most applications employing LF contents based on the plenoptic 1.0
model, such as refocusing and depth estimation, assume an SAI representation of
plenoptic images. Alternatively, using image coding schemes to compress plenop-
tic images provides a limited compression efficiency to address the non-local spatial
correlation present in the data.

In this thesis, a multi-view approach was proposed for the compression of LF
views. Typically, LF views [VA08, HJKG16] contain the same horizontal and verti-
cal baseline, which without prior knowledge about scene information, makes views
belonging to 2D neighborhood equally important as a candidate reference picture
for the current view. Alternatively, converting a 2D set of LF views into a single
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PVS restricts the inter-view prediction into a single dimension. Such conversion
of 2D LF views into a single PVS can also affect the performance of the encoding
scheme designed for single-layer temporal video sequences, such as AMVP, which
is used in HEVC and involves MV scaling (scaling is performed on the basis of the
time information of the frames). The multi-view approach for compressing LF im-
ages demonstrated a better RD performance than that of the PVS-based compression
scheme, as presented in Papers I and II. The results highlight the importance of hav-
ing a compression solution that exploits the 2D inter-view correlation present in LF
views.

In this study, a generalized approach was developed to address the compression
of SAIs of plenoptic cameras and views of MCSs. First, 2D LF views were organized
into hierarchical levels, which were assigned to different qualities using the QP. The
proposed approach mainly facilitates the compression process in two ways: (1) It
allows high-quality views to be available as reference pictures and (2) it allows views
to seek a prediction from its 2D neighborhood. The results presented in Paper IV
demonstrate that, for all the selected LF images, the proposed scheme outperforms
the anchor schemes at all the tested bitrates.

The MV-HEVC-based LF compression scheme was applied on plenoptic images
captured using a Lytro plenoptic camera, which is based on the plenoptic 1.0 model.
The optical configuration of the Lytro camera favors the conversion process of the
plenoptic image into SAIs, since collecting a specific pixel from each micro-lens ren-
ders a single perspective of the scene. Moreover, the optical setting of the plenoptic
camera based on the plenoptic 2.0 model makes the SAI generation process depen-
dent on depth information. The proposed hierarchical coding scheme incurs a vari-
able quality among LF views, which can affect applications requiring a consistent
quality among LF views. The QP-parameter-based bit allocation among the LF views
presented in Paper IV makes it difficult to achieve a specific target bitrate, since the
overall bitrate is dependent on the base view QP value and each view QP offset. The
multi-view video coding approach is more efficient with LF views recorded using
narrow baseline capturing setups than with those recorded using a wide baseline,
since it relies on a block-based translatory disparity model that fails to provide an
accurate compensation when views are captured with a wide baseline [FG07].

6.2.2 A view synthesis approach

Video-coding-based compression schemes consider all the input views for compres-
sion, which poses a serious challenge in maintaining the RD efficiency at low bitrates
for MCSs, which usually capture a large amount of LF data [VA08, ZohVKZ17]. An
LF reconstruction method can be used to decimate a significant number of input
views and interpolate these decimated views using a sparse set of views. In the
presented research work, a novel analysis was performed to investigate an LF recon-
struction scheme in the context of LF compression. A proposition was also made to
use the shearlet-transform-based LF reconstruction scheme to facilitate MCS-based
LF compression. This selected LF reconstruction scheme demonstrated a superior
performance compared to state-of-the-art LF reconstruction schemes [VBG17], and
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it requires only the disparity range information of the scene.

A shearlet-transform-based LF compression scheme was proposed to address the
RD efficiency at low bitrates. Input LF views were uniformly sub-sampled in the
angular domain to select the key views, and the remaining views were marked as
decimated views. Coding of key views is typically performed by following PVS-
based HEVC compression [VMFE18, BHD+18]. In Paper VI, coding of key views
was investigated, and the results showed that, by employing an MV-HEVC-based
LF compression scheme, a BD-PSNR gain of up to 0.4 dB was achieved.

The results obtained in Paper VI show that allocating a high bit budget for the
compression of key views (to maintain a better quality of key views) has an insignif-
icant impact on the shearlet-transform-based interpolation of decimated views. The
error between interpolated and ground-truth decimated views was investigated in
Paper VI, and the intra-coding scheme was selected for compression. It was demon-
strated that coding the error between the ground-truth and interpolated decimated
views along with compressed key views improves the PSNR by up to 2 dB. This
approach, however, requires processing the shearlet-transform-based view interpo-
lation at the encoder side, which increases the computational complexity. The pro-
posed scheme was not applied to SAIs of plenoptic cameras since they contain a sig-
nificantly lower range of disparities, which reduces the need for the elaborate view
interpolation method.



Chapter 7

Conclusions and Future Work

The last three chapters of this thesis presented the details of the author’s contribution
to LF compression. This chapter provides an overview of this thesis and relates
the proposed contributions to the defined purpose. The ethical aspects and impact
of the proposed work on the research community and society, in general, are also
discussed. Finally, some new challenges related to the presented work and possible
future research directions are discussed.

7.1 Outcome

The work presented in this thesis achieves the overall aim of this research to efficiently
compress LF information by considering LF representations, existing video compression stan-
dards, and novel tools suitable for LF contents. The twofold purpose set out in Chapter
1 has also been addressed, which is be restated here for the reader’s convenience:

1. To investigate standard video coding tools in the context of LF contents and
propose a set of optimizations in a standard video encoder to improve the com-
pression efficiency for LF contents.

2. To investigate an LF view interpolation method in the context of LF compres-
sion and propose a view-interpolation-based LF compression scheme.

This twofold purpose was further divided into specific RQs, and the discussion
here is provided for each formulated RQ.

RQ 1.1: How much compression efficiency can be achieved by using LF data
representations such as single-view and multi-view pseudo-video sequences?

Interpretation of plenoptic images (i.e., single image, single PVS, or multiple
PVS) influences the choice of selecting a candidate compression solution, im-
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age coding, video coding, or multi-view coding. RQ 1.1 was formulated to in-
vestigate a suitable representation of plenoptic images in the context of video
coding schemes. By interpreting the SAIs of plenoptic cameras as a frame
of MPVS, a new representation was proposed in Paper I. Compression was
performed using a state-of-the-art MV-HEVC scheme. Paper II demonstrates
the applicability of the selected representation and compression scheme for LF
contents captured using an MCS. The results outlined in Papers I and II demon-
strate that representation of LF views as a multiple PVS and compression us-
ing MV-HEVC yields a better RD performance than that obtained when using
x265-based PVS compression, with on average a BD-PSNR gain of 2.2 dB. The
proposed scheme consistently outperforms anchor schemes for the selected LF
images at all the tested bitrates.

RQ 1.2: What is the appropriate prediction structure and hierarchical coding
scheme in MV-HEVC that improves the compression efficiency for LF data?

Papers III and IV present a novel application of multi-view coding, hierarchi-
cal coding, and bi-directional prediction for LF image compression. The results
show that the proposed 2D hierarchical coding and prediction structure in MV-
HEVC for LF contents performs better than x265-based PVS coding and the
state-of-the-art LF compression scheme [VMFE18], with on average BD-PSNR
values of 2.5 and 0.75 dB, respectively. The validity of the results for all the se-
lected LF images as well as for all the tested bitrates addresses RQ 1.2, thereby
achieving the first part of the purpose.

RQ 2.1: How much compression efficiency can be achieved by employing the
shearlet-transform-based view synthesis scheme in LF compression compared
to single-view- and multi-view-based LF compression?

Papers V and VI presents the shearlet-transform-based view synthesis scheme
for LF compression. A novel compression scheme based on shearlet transform
was developed for LF contents captured using an MCS. The results obtained
in Paper V show a significant improvement in the RD efficiency at low bitrates
when using a shearlet transform for view interpolation at the decoder side. It
has also been demonstrated in Paper VI that coding the error between ground-
truth and interpolated views along with key views improves the RD efficiency
by up to 2 dB. Hence, the results outlined in Papers V and VI address RQ
2.1 and allow concluding that the shearlet-transform-based LF compression
scheme significantly improves the RD efficiency at low bitrates, hence achiev-
ing the second part of the purpose.

7.2 Impact and significance

Recent advances in LF capturing, processing, and display technologies are enabling
towards real-time LF communication [CBN+18]. LF data transmission will play an
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important role in various applications, such as home entertainment, remote oper-
ations, telepresence, and telemedicine. This implies the need for high-bandwidth
networks and archival resources to process LF data. Compression, being an essen-
tial part of the LF transmission chain, enables the data to be transmitted through a
limited channel capacity while maintaining an acceptable quality of the data. The
proposed compression solutions developed in this study significantly improve the
RD efficiency for LF contents, which can, in turn, reduce the transmission and stor-
age resources.

The two main compression solutions presented in Papers IV and VI contribute
to the research community and industry, which can eventually benefit society at
large. From the viewpoint of industry, the proposed MV-HEVC-based compres-
sion scheme presented in Paper IV allows already developed software and hard-
ware infrastructures for video compression to be applicable to LF data. It was also
found that the shearlet-transform-based LF compression scheme achieves high qual-
ity compression at low bitrates, which can be useful under low bitrate conditions.
With regard to the research community, the proposed MV-HEVC-based LF compres-
sion scheme has been made publicly available, which can help researchers test novel
compression tools and serve as an anchor scheme for future research studies. The
proposed research in Paper VI presents comprehensive knowledge for testing an LF
reconstruction method in the context of LF compression.

7.3 Risks and ethical aspects

This research work is intended to improve the RD efficiency for LF contents. To my
knowledge, the results presented herein can be used to develop an LF data storage
and transmission system. It should be noted that the compression algorithm does
not involve human interaction directly, but rather it is applied to captured contents.
However, decompressed data can be used to present content on multi-view and 3D
televisions, which may cause discomfort for some viewers [Sol13]. In the collabora-
tive research work, consent was obtained from all the participants before submitting
Papers IV, V, and VI.

7.4 Future work

The work presented herein opens up new research challenges for further investiga-
tion. The discussed future research directions will eventually be able to improve the
research work presented in this thesis.

7.4.1 Subjective quality assessment

All the compression schemes presented herein were evaluated using an objective
quality assessment scheme, as defined in the JPEG Pleno common test conditions
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[PPdS+18]. However, LF contents are mainly used in multimedia applications that
involve human interaction. Benchmarking these LF compression schemes using sub-
jective quality assessment methods would provide further insights into the perfor-
mance of compression schemes.

7.4.2 Requirements for light field compression

Beyond the scope of the work presented herein, the proposed schemes can be further
investigated for LF videos. In the context of LF contents, requirements like random
access, scalability, and rate control can be investigated for the proposed compression
scheme.

7.4.3 Multi-view extension of high-efficiency video coding and
shearlet-based compression

It was found that the compression scheme presented in Paper VI achieves high qual-
ity compression at low bitrates and that the compression scheme presented in Paper
IV achieves a high quality compression at high bitrates. Hence, a research study can
be performed to develop an efficient compression scheme that employs shearlet-
based compression at low bitrates and MV-HEVC-based compression at high bi-
trates.

7.4.4 Computational Complexity

The aim of the research work presented in this thesis is to achieve a high RD effi-
ciency in LF compression. The MV-HEVC-based compression scheme proposed in
Paper IV can be investigated to reduce the computational complexity in the encoding
process. It should be noted that a large proportion of the MV-HEVC encoding com-
plexity is a consequence of CTU partitioning. LF views capture the same scene from
different perspectives, which means that a high correlation can exist in encoding de-
cisions. Moreover, a machine-learning scheme can be investigated to optimize the
CTU partitioning process in MV-HEVC to reduce the encoding time for LF contents.
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