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A B S T R A C T

In this article, we have investigated a VR simulator of a forestry crane used for loading logs onto a
truck. We have mainly studied the Quality of Experience (QoE) aspects that may be relevant for task
completion, and whether there are any discomfort related symptoms experienced during the task execution.
QoE experiments were designed to capture the general subjective experience of using the simulator, and to
study task performance. The focus was to study the effects of latency on the subjective experience, with regards
to delays in the crane control interface. Subjective studies were performed with controlled delays added to the
display update and hand controller (joystick) signals. The added delays ranged from 0 to 30 ms for the display
update, and from 0 to 800 ms for the hand controller. We found a strong effect on latency in the display update
and a significant negative effect for 800 ms added delay on latency in the hand controller (in total approx. 880
ms latency including the system delay). The Simulator Sickness Questionnaire (SSQ) gave significantly higher
scores after the experiment compared to before the experiment, but a majority of the participants reported
experiencing only minor symptoms. Some test subjects ceased the test before finishing due to their symptoms,
particularly due to the added latency in the display update.
. Introduction

Virtual and Augmented reality (VR, AR) are emerging technologies
or assisting or solving real world industrial problems. In this case we
re considering immersive techniques, where the user is visually in-
eracting with the physical environment using Head-Mounted Displays
HMD), also popularly denoted as ‘‘VR goggles’’. Potentially, this will
mply that workers will be using such goggles for extended periods of
ime; not only the same day, but most likely every working day for an
xtended period. Therefore, the quality related issues are crucial, not
nly because they are tied to performance and task completion, but also
ecause they affect the well-being of the worker.

In this study, we investigate a VR simulator of a forestry crane used
or loading logs onto a truck, mainly looking at Quality of Experience
QoE) [1,2] aspects that may be relevant for task completion, but also
hether there are any discomfort related symptoms experienced during

ask execution. The target is an immersive video based system with
he ambition to also become an AR system that lets the crane operator
tay in the truck cabin or a remote location, while loading logs onto
he truck, aided by a 270◦ HMD video view generated from four video

∗ Corresponding author at: RISE Research Institutes of Sweden AB, Kista, Sweden.
E-mail address: kjell.brunnstrom@ri.se (K. Brunnström).

cameras mounted on the crane (see Fig. 1). The benefits of this system
are that the crane does not need to be equipped with an operator cabin,
as well as improved safety and comfort for the operator. Connected
to the development of the system, a desktop simulator has also been
developed (see Fig. 2), which instead of displaying live video views,
generates a virtual view using a 3D gaming engine. The VR simulator
is used as an educational tool and should simulate the authentic crane
system as closely as possible. The present QoE study has focused on the
VR simulator, with the intention to also be a starting point for assessing
the subjective experience of the AR system. Both the AR system and the
VR simulator have the same crane control devices (joysticks) as the real
ones used in the truck cabin, and an Oculus Rift HMD for the visual
presentation.

QoE tests have been designed to capture the general subjective
experience of using the simulator, and to study the task completion
rate. Moreover, a specific focus has been to study the effects of latency
on the subjective experience, with regards both to delays in the crane
control interface as well as lag in the visual scene that is rendered in
the HMD. Latency is of particular interest for two reasons: Firstly, it is
a crucial design parameter for the AR system, since the processing of
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Fig. 1. Photo, provided by HIAB AB, of VR-goggle based crane operation from a remote location. Left: Operator with a VR headset and two joysticks. Operator’s view is shown
n the adjacent display. Right: The remotely operated crane.
ideo signals to generate the visual HMD scene is very CPU-consuming
nd the tolerable delay serves as a performance requirement for the
rocessing hardware of the system. Secondly, we are interested in
xploring the possibility of controlling a crane from a remote location,
hich requires the video signals, as well as the crane control signals,

o be transmitted over a (typically wireless) network connection, which
ill introduce delays. Hence, the delay tolerance strongly influences

he feasibility of such an approach. Subjective studies were performed
here we have added controlled delays to the display update and
and controller (joystick) signals in the VR-simulator. The added delays
anged from 0 to 30 ms for the display update and from 0 to 800 ms
or the hand controller. The selected range of delays were obtained
rom the literature review (see below), and is supported by pre-tests
s well as the progression of the experiments where different ranges of
elays have been incorporated. That is based on the experiences gained
n previous studies [3,4] to cover a wider range of effective delays
ompared to related works.

This paper builds upon two previous papers published at the Human
ision and Electronic Imaging Conference [3,4]. It brings the results

ogether, adds analysis not previously published, including a deeper
omparison between inexperienced and experienced log lifters, and
ossible effects of delay inertia, learning effect and time-in-test. It also
ontains an extended introduction and a more comprehensive review
f the background and related state of the art. The discussion and
onclusions sections are also extended.

Our work is unique in the sense that the simulator provides the
xperience of the same real-world scenario, as the simulator is a digital
lone of an actual product commercially available on the market. In
ddition to this, the study includes participants from both academia
nd industry.

. Background

.1. Augmented telepresence

To highlight the focus and the direction of our work we are using the
erm Augmented Telepresence (AT) to denote applications where high
uality video-mediated communication is the enabling technology, but
here additional data can be superimposed on or merged with the
ideo as in Augmented Reality. It is not yet a commonly used term,
ut has been used by a few authors [5,6].

AT is similar to augmented reality in that it tries to present addi-
ional information on top of the image view as seen by the user. It
rimarily differs from augmented reality in that the user is present
n a remote location and is observing the augmented view, but may
lso include the case where a two-way audio and/or audio-visual
ommunication channel is being retained at the same time with the
ser seeing the augmented view.
2

2.2. Quality of experience

Quality of Experience (QoE) is the degree of delight or annoyance of
the user of an application or service. It results from the fulfillment of his
or her expectations with respect to the utility and/or enjoyment of the
application or service in light of the user’s personality and current state,
as defined by EU Cost Action 1003 Qualinet [2] and standardized by the
International Telecommunication Union (ITU) [1]. A comprehensive
overview of the field can be found in the recent QoE book by Möller
and Raake [7].

The above definition of QoE, which is also pointed out by Möller
and Raake [7], goes beyond the traditional QoE and Quality of Service
(QoS) research and makes a clear overlap with the User Experience
(UX) research tradition. These two fields originate from two differ-
ent technoscientific communities, i.e. Telecommunications and Human
Computer Interaction (interaction design) respectively. The QoE com-
munity is still in the process of embracing some of the more user-centric
and UX-like methods.

Traditionally, in QoE research, the methods to gain insight into
the delivered quality of a service and the users’ experience of it have
been conducted through controlled laboratory experiments, where the
opinions of multiple panels of users have been collected. The results are
typically reported as Mean Opinion Scores (MOS). These methods are
usually referred to as subjective quality assessment methods and there
are standardized ways of conducting them, e.g. for visual quality ITU-R
Rec. BT.500-13 [8] or ITU-T Rec. P.910 [9]. They have been criticized
for not providing enough ecological validity [10]. Improvements have
been done for example in ITU-T Rec. P.913 [11]. Investigations into
3D video quality a few years ago, when the 3D TV hype was the most
intense, resulted in new Recommendations from the ITU [12–14]. It
was discovered that if care was not taken, several users experienced
issues such as discomfort, and visual fatigue may occur. The Recom-
mendations give some guidance on how to minimize these. An attempt
to build an experimental framework for QoE of AR was made by
Puig et al. [15] who advocate a combination of subjective assessment
(e.g. questionnaires, subjective ratings) and objective measurements
(e.g. task completion time, error rates). They only presented the results
from a pilot study, so it still needs to be experimentally confirmed
whether the framework gives scientifically reproducible results and if
it can be extended to AT.

Now we are in the early stages of large-scale deployment of fully
immersive environments, supported by advances in HMD technology,
e.g. Oculus Rift, PS4 VR, and HTC Vive. Furthermore, the deployment
of 5G mobile telecommunications infrastructure will support higher
bandwidth, and, perhaps even more importantly, lower latency commu-
nication. This means that we are now facing low latency and distributed
immersive environments on a large scale, meaning that it is of utmost
importance to understand the user experience issues connected to
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it. New types of interactions, especially those of a highly immersive
nature, will put new demands on the correct way of designing the
user environment. Therefore, increased efforts should be allocated to
understanding the QoE, so that the new technology is not inducing neg-
ative perceived user experiences, discomfort or even simulator sickness.
Furthermore, low latency can enable services and applications with an
intensive interaction component, such as gaming or remote control of
professional equipment [16], which will increase the cognitive load on
the user. Although research in this field has been ongoing for some
time, the rapid technological development and increasing availability
of immersive low latency user environments make additional research
efforts necessary and more relevant than ever before.

For the QoE of the remote control of machinery, there are certain
aspects that set it apart from traditional multimedia QoE. Not only
is it multimodal [17], interactive [18] and task based [19], but it is
also, in contrast to gaming for example, mostly for professional use and
not for recreation. The multimodal aspect most often involves visual,
auditory and haptic experiences, but also other senses of the body
could be important, e.g. feeling the movement of the machine when
lifting something heavy. The interactivity aspect relates to the fact that
the user needs to react and adapt based on what is happening in the
remote location, and the task-based nature of the interaction reflects
that the operation of the machine has a certain purpose, and hence
the ease or difficulty to perform this task will have a great impact
on the QoE. The professional aspect is also very important as it can
be highly repetitive and sustained for many hours per day, and even
every day for the worker, which means that even relatively minor
negative effects (e.g. visual discomfort) the system has on the user,
could have a severe impact over time. However, based on the review of
temporal aspects of simulator sickness by Dużmańska et al. [20], there
are studies indicating that users may adapt after long-term exposure
to immersive environments, so that initial discomfort or immersive
environment sickness (a.k.a. cyber sickness or simulator sickness) is
reduced after some adaptation time . This would be similar in principle,
to what happens to sailors working at sea.

2.3. QoE and delay aspects of VR simulators

This section presents some related work that deals with measuring
quality of experience of VR-simulators in different perspectives and
involving visual and/or haptic delay.

Debattista et al. [21] presents a subjective evaluation of high-
fidelity virtual environments for driving simulations. The evaluation
is based on providing 44 participants access to a purpose-built virtual
environment with graphics quality settings of low, medium and high.
The study concludes that graphics quality affects the perceived fidelity
of visual and overall experience. However, the study was limited to
only judging graphics quality in three fixed states and the authors
acknowledge the complexity of the visual simulator.

Ni et al. [22] designed an excavator simulator of a virtual en-
vironment for training of human operators and evaluating control
strategies. The paper mostly covers the algorithms for producing terrain
deformation and predicting excavation forces, but results from a user
satisfaction investigation is also presented.

Strazdins et al. [23] studied virtual reality in the context of gesture
recognition for deck operation training. Since available simulators
supported only keyboards and joysticks as input devices, the authors
developed a prototype gesture recognition system and performed their
study on 15 subjects. The study concluded that improving video quality
affects the user experience positively; better quality improved scores
from 3.63 to 4.83 on a scale from 1 to 5. However, participants’ self-
assessment scores, measuring how well they performed, were on aver-
age only 3.7 on a 5-point scale. It is worth mentioning that the study
was performed on students with no actual crane operation experience.

Suznjevic et al. [24] compared the QoE of two different VR-goggle
technologies, i.e. Oculus Rift and HTC Vive, in a pick-and-place task.
They found a slight advantage for the HTC Vive.
3

Jay et al. [25] studied delays in haptic and visual feedback in
collaborative virtual environments, in the range of 25 to 400 ms of
added delay. They found that the latency in visual feedback had a
strong influence on the haptic task performance. They studied the effect
on a task requiring continuous haptic and visual exchange between
participants to acquire a target.

Jay and Hubbold [26] investigated whether visual and/or haptic
delay influenced task performance in reciprocal tapping tasks. They
found that the haptic delay had low influence, but the visual delay and
combined delay had a considerable impact. Here the range of studied
added delay was up to 200 ms.

Knörlien et al. [27] studied the influence of visual and haptic delay
on stiffness perception in AR. They found that haptic delay decreased
stiffness perception whereas visual delay increased it.

Qian et al. [28] investigated the network latency impact on the
haptic QoE for remote control of robot arms. A robot arm was remotely
controlled using a haptic interface to push a rod onto a ball for sensing
its softness. Latency in the range of 0 to 400 ms was added in the
experiment. The purpose was to find methods to stabilize the control,
and not to study the impact of latency as such.

Desai et al. [29] investigated the QoE of interactive 3D tele-
immersion and found that other factors were equally or even more
important for the QoE than the video quality, such as better immersion
and realistic interactions.

Tatematsu et al. [30] studied the influences of network latency on
the QoE for haptic media, sound and video transmission. They showed
that not only is absolute latency important, but as the network jitter
increases, the QoE will also decrease. They also demonstrated that QoE
could be estimated based on the QoS parameters.

2.4. Conclusions on current knowledge gaps

The main and foremost lack in previous research, is closeness to
the target use case i.e. crane operation from a remote location. There
are studies with a similar range of delays [24,25,27] but as they
are not applied to the target use case, it is not clear that the effect
is similar. Furthermore, there are no formalized guidelines for these
types of experiments and it is therefore necessary to investigate which
experimental practices are useful or not.

3. Method

Three formal subjective studies have been performed: one with the
VR-system as it is; one where we have added controlled delay to the
screen update and to the joystick signals, and one with added controlled
delay strictly to the joystick signals only. The first has been named
the Baseline Experiment (BEXP), the second the Display and Joystick
Delay Experiment (DJEXP) and the third the Joystick Delay Experiment
(JEXP). In addition, a few complementary smaller experiments were
performed, that will also be reported here.

3.1. Common procedures for the formal tests

Test subjects were invited to perform a log-loading task in the VR
simulator. They were asked to read the instructions, which explained
the required task and also gave a description on how to operate the
crane in the simulator. As the test subjects were not required to have
any previous experience in real truck crane operation, the instructions
on how to move the crane with the two joysticks, see Fig. 2, were
somewhat lengthy, but all participants did understand this quickly
when trying in the training session.

In the instructions the following was pointed out:
‘‘For some people, an immersive simulator may give some discom-

fort or nausea. If you want to stop and not finish the test you can do it at
any time without giving a reason. All the data that are gathered during
the test will be treated and analyzed strictly anonymously. We do not
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Table 1
The symptoms in the Simulator Sickness Symptoms by Kennedy et al. [31].

Simulator Sickness Symptoms

1. General discomfort
2. Fatigue
3. Headache
4. Eye strain
5. Difficulty focusing
6. Increased salivation
7. Sweating
8. Nausea
9. Difficulty concentrating
10. Fullness of head
11. Blurred vision
12. Dizziness (with eyes open)
13. Dizziness (with eyes closed)
14. Vertigo
15. Stomach awareness
16. Burping

keep record on who is participating in the test that can be connected
to the data’’.

Consent from the test subjects was obtained prior to conducting the
experiments.

The test subjects were then asked to fill in a questionnaire with a
few general questions about their experience in operating truck cranes
and in using VR.

A Simulator Sickness Questionnaire (SSQ) [31,32] was adminis-
tered. The questionnaire contained 16 symptoms, listed in Table 1,
that were identified by Kennedy et al. [31] as relevant for indicating
simulator sickness.

For each of the symptoms there are four possible levels of response:
None, Slight, Moderate and Severe. At the beginning of the experiment,
the test subjects were asked to put on the HMD and adjust the sharpness
of the image as necessary. Then the training session started. The task for
the training session was to load two logs onto the truck. If something
was still unclear, the test subjects were allowed to ask, and the test
leader attempted to answer to make sure that the task and operation
of the crane were clear. After the training, the main test phases took
place.

After the main tests, a post-questionnaire was filled in by the test
subjects, covering questions on their impression of the system and then
the SSQ was applied once more.

The aforementioned procedures were common for all the formal
experiments included in this study. The unique specifics of each ex-
periment (BEXP, DJEXP, JEXP) are further discussed in the respective
following Sections 3.3–3.5.

3.2. Apparatus

The simulator is designed for training new customers and perform-
ing user experience studies related to the actual product. The simulator
includes VR goggles (Oculus Rift) which provide stitched stereo camera
views, joysticks for controlling the crane, and a simulation environment
of lifting logs onto the truck. The computer used is a VR-ready ASUS
ROG Strix GL702VM GTX 1060 Core i7 16 GB 256 GB SSD 17.3′′.
The simulation software environment was built in Unity 2017.3. The
input signals from the Joysticks are converted by a special purpose
interface card to give gamepad signals over USB. It was estimated from
the simulator software developer that the delays in the baseline system
were about 25 ms in the screen update from the movement of the head
to rendering and about 80 ms from movement of Joysticks to visual
feedback on the screen.

3.3. Baseline experiment

3.3.1. Procedure
For the baseline experiment (BEXP), although no specific demands
on any specific visual ability were specified before the study, the test

4

subjects’ vision was investigated and noted down, by performing a
Snellen visual acuity test, a 14-chart Ishihara color blind test and a
Randot stereo acuity test. The dominant eye was also investigated and
noted down.

The main task consisted of loading two piles of logs with 16 logs
each onto the truck. When one pile was completed, the test subjects
had a short break, and the test leader noted down the task completion
time and restarted the program. This task took about 15 min for one
pile of logs.

After the main task was completed, the experience was investigated
by letting the test subject indicate their responses on rating scales,
shown in Fig. 3 as printed on the paper score sheet given to the
participants. The scales have been constructed so that the apparent
distance between the different levels is equal, for fulfilling interval scale
properties and enabling quantitative parametric analysis of the scores.

3.3.2. Lab conditions and test subjects
The Baseline experiment was conducted at RISE Research Institutes

of Sweden AB, Kista, Sweden, within a lab room specifically for sub-
jective experiments. The room was kept quiet from disturbing noises
and at a comfortable temperature. Note that lighting conditions were
irrelevant, due to the use of HMD.

3.3.3. Test subjects
Eighteen test subjects internally recruited from RISE completed the

test, 12 males and 6 females, with a mean age of 40. The youngest
participants were 23 and the oldest 58. All but two test persons had
normal or corrected to normal visual acuity. These two had slightly
lower visual acuity but could still perform the task without any prob-
lems. Two other participants were either color-blind or had a reduced
ability to perceive colors. The 3D acuity varied between 4 and 10, with
a mean acuity of 8.

3.3.4. Analysis
The MOS was calculated as outlined in Section 3.6.1. There were no

statistical tests performed between the MOS of the used scales, as each
scale represents different questions and experience categories, which
are not directly comparable to each other.

The SSQ was analyzed as described in Section 3.6.2.

3.4. Display and joystick delay experiment

3.4.1. Procedure
For the Display and Joystick delay experiment (DJEXP), we simpli-

fied the procedure for the visual abilities by letting the test subjects
self-report their visual status.

The training session in DJEXP was conducted in the same way as
in BEXP. It had the added purpose of giving the test subjects a sense
of the baseline-delay case and this was pointed out in the instructions.
The main task was to load logs onto the truck for about 20 min. The
delay of the screen update and the Joysticks were adjusted every 2 min
and the test subject was asked to give his or her quality ratings verbally
after about 1.5 min (in practice it turned out that more time was needed
to give the response, so almost the whole second minute was used for
that). The simulator program was restarted after each completed 2 min
trial. The scales used were the same as in BEXP, see Fig. 3, except that
we added a scale about the experienced comfort. They were also shown
as text sentences, as follows:

• How would you rate the picture quality?
• How would you rate the responsiveness of the system?
• How would you rate your ability to accomplish your task of

loading the logs on the truck?
• How would you rate your comfort (as in opposite to discomfort)?
• How would you rate the immersion of the experience?

• How would you rate your overall experience?
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Fig. 2. The two joysticks for operating the crane in the VR simulator and the HMD (Oculus Rift).
graphical representation of the scale was shown after these sentences,
ee Fig. 4, in the instructions, in order to give the test subjects a mental
icture of the scale.

When the test subject was giving their ratings verbally, they gave
he response vocally with the category labels: Bad, Poor, Fair, Good
nd Excellent. The questions above were repeated verbally by the test
eader and the score noted down.

Ten delay conditions were used (nine with added delay and one
aseline-delay). These were:

• Reference condition: baseline-delay (25 ms for Display and 80 ms
for Joystick)

• Display delay (ms): 5, 10, 20 and 30
• Joystick delay (ms): 10, 20, 50, 100 and 200

he order was randomized per test subject. The choice of joystick and
isplay delays was based on related works [24,25,27] and previous
tudies [3,4].

.4.2. Lab conditions
The display and joystick delay experiment was conducted at Mid

weden University, in a reserved office room. The room was kept quiet
rom disturbing noises and at a comfortable temperature. Note that
ighting conditions were irrelevant, due to the use of HMD.

.4.3. Test subjects
Thirty-five test subjects participated in the test, 26 males and 9

emales, with a mean age of 39, the youngest participant being 23
nd the oldest 61. They were recruited from the Mid Sweden Uni-
ersity and were a mixture of students and staff. The visual status
f the test subjects was self-reported. The experiment had a mixture
f participants with corrected-to-normal and uncorrected vision. None
f the participants reported problems with performing the experiment
ask due to vision issues. Only five subjects had prior experience with
rane operation prior to the test. One of those subjects had 23 years of
xperience and was operating such a crane every day at work. Most test
articipants (28) had little to no prior experience with VR or HMDs.

.4.4. Analysis
Scale analysis and SSQ analysis was performed as described in

ection 3.6. The comparisons and statistical tests between all involved
onditions were performed for each scale and delay type separately.
or the Display delay we have 5 × 4/2 = 10 comparisons and for the
oystick delay 6 × 5/2 = 15 comparisons.
5

3.5. Joystick delay experiment

3.5.1. Procedure
As in DJEXP, in the Joystick delay experiment (JEXP) the training

session had the additional purpose of giving the test subjects a sense
of the no-delay case and this was made clear in the instructions. The
main task was to load logs onto the truck 6 times in 2 min periods. The
joystick delay was adjusted every 2 min, and the test subject was asked
to give his or her quality ratings verbally, as was done also in DJEXP.
In contrast to DJEXP, the answers given in JEXP were after each 2 min
session when the test subjects had been asked to stop. The simulator
program was restarted after that. The questions asked and rating scale
used were as shown below:

• How many logs did you load these two minutes?
• How would you rate the responsiveness of the system?
• How would you rate your ability to accomplish your task of

loading the logs on the truck?
• How would you rate your comfort (as in opposite to discomfort)?
• How would you rate the immersion of the experience?
• How would you rate your overall experience?

Like in DJEXP, a graphical representation of the scale was shown after
these sentences, see Fig. 4, in the instructions, to give the test subjects
a mental picture of the scale.

When the test subjects were giving their ratings verbally, they
gave the response with the category labels: Bad, Poor, Fair, Good and
Excellent. The questions above were repeated verbally by the test leader
and the score noted down.

Six delay conditions were used (five with added delay and one
no-delay, applied on top of the inherent operational delay within the
system). These were:

• Reference condition: no delay
• Joystick delay (ms): 50, 100, 200, 400 and 800

The order was randomized per test subject. The choice of the delay used
was based on other studies [24,25,27] as well as own pre-studies [3,
4] and the preliminary findings from DJEXP, which motivated the
addition of higher delay levels.
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Fig. 3. The rating scales used to investigate the Quality of Experience (QoE), as printed on the paper score sheet.
Fig. 4. Scale used in the Display and Joystick Delay experiment and in the Joystick Delay experiment, as visualized in the written instructions.
3.5.2. Lab conditions
The Joystick delay experiment was conducted at RISE’s lab in Kista,

Sweden. The room was kept quiet from disturbing noises, and at a
comfortable temperature. Note that lighting conditions were irrelevant,
due to the use of HMD.

3.5.3. Test subjects
Thirty-one test subjects participated in the test, 22 males and 9

females, with a mean age of 39 where the youngest participant was
6

22 and the oldest 64. They were recruited from RISE in Kista, Sweden,
and made up of a variety of staff, visiting researchers and students.
None of the test subjects were experienced in operating a real truck
crane. Most of the subjects had little or no experience in using VR-
systems (26) and some had gained their experience by participating
in one of our previous studies. The visual status of the test subjects
was self-reported. None of the participants reported any problems with
performing the task based on vision issues. Some of the test subjects
wore their glasses while using the HMD.
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𝑇

3.5.4. Analysis
Scale analysis and SSQ analysis performed as described in Sec-

tion 3.6. The comparisons and statistical test between all involved con-
ditions were performed for each scale separately, which gives 6 × 5/2
= 15 comparisons. In addition, for the JEXP experiment we conducted
additional analysis on:

• Comparison with experienced log lifters (see Section 4.3.1)
• Effect of delay inertia (see Section 4.3.2)
• Learning effect (see Section 4.3.3)
• Time-In-Test (see Section 4.3.4)

3.6. Analysis

3.6.1. Scale analysis
The scale responses were given numerical values when analyzed

using the following: Bad = 1, Poor = 2, Fair = 3, Good = 4 and Excellent
= 5. The instructions displayed a graphical representation of the scales
with equal distances between the categories. It was also explained in
the written text within the instructions. We have therefore assumed that
we can analyze the scales as interval scales. The mean opinion scores
(MOS) were calculated from the scale responses of the test subjects.

First a Normality test was performed based on the method of
Shapiro and Wilks [33].

We adopted the Bonferroni method [34] for compensating for mul-
tiple comparisons, as the planned number of comparisons were rather
few. In this method, the considered significance level (𝛼) is divided
by the number of comparisons (n) so that the significance level for
each comparison will be 𝛼/n. For 95% confidence 𝛼 = 0.05. For the
Display delays, there were 10 comparisons in DJEXP and then we used
p ≤ 0.05∕10 = 0.005 as the per comparison significance level. For the
Joystick delays in both DJEXP and JEXP there were 15 comparisons
and the significance level per comparison then became p ≤ 0.05∕15 =
0.0033.

The statistical test performed was the dependent T-test for paired
samples [35]. As the result will demonstrate, the Normality will not
hold in most cases (see Section 4), but the T-test has been shown to
be very robust under deviations from Normality [36]. Nevertheless,
to prevent reaching the wrong conclusion, the Wilcoxon signed-rank
test was also performed [35], which is the non-parametric counterpart
of the dependent T-test for paired samples and does not rely on the
Normality assumptions.

3.6.2. SSQ analysis
The questionnaire answers were interpreted into a number, in our

case by None = 0, Slight = 1, Moderate = 2, Severe = 3 for allowing
parametric statistical analysis.

Kennedy et al. [7] suggested a statistical analysis for the SSQ by
grouping the different symptoms into three groups: Nausea (N), Oculo-
motor (O) and Disorientation (D). They also calculated a total score
(TS). The Nausea symptom group contained the symptoms nausea,
stomach awareness, increased salivation and burping. The Oculomotor
grouped eyestrain, difficulty focusing, blurred vision, and headache.
The symptom group Disorientation included the symptoms dizziness
and vertigo. The groups are not completely separated since a few of
the variables are used when calculating the scores in more than one
group, e.g. nausea and difficulty concentrating. Table 2 indicates which
of the symptoms are grouped together within Nausea, Oculomotor or
Disorientation groups. The group scores are calculated by summing up
the values with a ‘1’ coefficient in Table 2 and multiplying that sum by
the factors at the bottom of the table. Each symptom value is obtained
using the conversion between severity and numerical value as described
above.

After the scores for N, O, D & TS were calculated, the partici-
pant simulator sickness was calculated, taking the mean of all the
participants once before, and once after the experiment.
7

Table 2
SSQ score calculations as described in Kennedy et al. [31].

SSQ Symptoms Weight

N O D

1 General discomfort 1 1
2 Fatigue 1
3 Headache 1
4 Eye strain 1
5 Difficulty focusing 1 1
6 Increased salivation 1
7 Sweating 1
8 Nausea 1 1
9 Difficulty concentrating 1 1
10 Fullness of head 1
11 Blurred vision 1 1
12 Dizzy (eyes open) 1
13 Dizzy (eyes closed) 1
14 Vertigo 1
15 Stomach awareness 1
16 Burping 1

Total [1] [2] [3]

𝑁 = [1] × 9.54
𝑂 = [2] × 7.58
𝐷 = [3] × 13.92
𝑆 = ([1] + [2] + [3]) × 3.74.

Fig. 5. The Mean Opinion Scores (MOS) for the baseline experiment. From the
left along the x-axis the Picture Quality (PQ), Responsiveness Quality (RQ), Task
Accomplishment Quality (TQ), Immersive Quality (IQ) and Overall Quality (OQ) are
shown. The error bars indicate 95% confidence intervals.

The number of interesting comparisons performed were between
each symptom group before and after, four comparisons in total. This
gives 𝛼 = 0.05 p ≤ 0.0125 as the significance level. Here, the statis-
tical test was performed with a one-tailed dependent T-test for paired
samples.

4. Results

The results of the three primary experiments (BEXP, DJEXP, JEXP)
are presented in this section, and are based on the analysis method
mainly outlined in Section 3.6.

4.1. Baseline experiment

The mean and the 95% confidence intervals of the ratings of the
different scales used can be seen in Fig. 5. In Fig. 3 the full rating
questions as well as the rating scales are shown, as presented to the
test subjects.
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The Picture Quality (PQ) was experienced as being between both
Fair and Good. For the Responsiveness Quality (RQ) the scores were
higher, and the mean resulted in being just above Good. The Task
Accomplishment Quality (TQ), much like PQ, was also rated between
Fair and Good. The Immersive Quality (IQ) and Overall Quality (OQ)
were experienced as higher than Good.

The mean task completion time was 26.5 min, with a standard
deviation of 8.7 min.

The SSQ showed only a minor increase in the symptom strength,
see Fig. 6. However, the statistical test shows significant increase for
Disorientation, as p = 0.004 < 0.01. The other symptom groups were
not as significant, with Nausea having p = 0.03, Oculomotor having p
= 0.17 and the Total score p = 0.02. Most test subjects reported only
slight symptoms if any, and only one participant reported experiencing
a moderate symptom. One interesting case featuring an especially
sensitive person was encountered. The person in question did, just
after 2 min, report Severe discomfort, including Nausea, Vertigo and
Stomach awareness, as well as Moderate Sweating and Dizziness with
his or her eyes open. This person was not participating in the actual
test, but tested the simulator in a demo session. It seems that there is a
small fraction of very sensitive people, but the majority had no major
problems with this simulator.

4.2. Display and joystick delay experiment

The analysis was performed as described in Section 3.6.1. The
Normality tests rejected the hypothesis of a Normal distribution at a
95% confidence for all tested cases i.e. the performance metric as well
as for all the scales and all delays.

Ten test subjects ceased the test and therefore, did not complete all
of the test conditions. The reason to stop was because of encountering
discomfort and nausea. In most cases, this was related to the experience
of higher added Display delay conditions just before stopping i.e. added
Display delay ≥ 20 ms with baseline delay ≥ 45 ms. The test leader was
present during the whole test and could monitor and give feedback to
the test subject to continue or not if they felt discomfort or nausea. The
recommendation in most cases was to discontinue the test. The ratings
detailed up to the point of stopping have been included in the analysis,
and the ratings not given have been treated in the analysis as missing
data. In all cases, the SSQ were filled in for these test subjects, so these
scores have been included in the analysis.

The results from the rating scales are shown in Figs. 7 to 12. To
the left, the MOS for different Display delays (DD) are drawn and to
the right, the MOS for different Joystick delays (JD). The total delays
are specified in the graphs, which is baseline delay (discussed and
confirmed by the manufacturer of the simulator) plus added delay. For
DD it is 25 ms + (5 ms, 10 ms, 20 ms, 30 ms) = 30 ms, 35 ms, 45 ms
8

and 55 ms. For JD it is 80 ms + (10 ms, 20 ms, 50 ms, 100 ms, 200 ms)
90 ms, 100 ms, 130 ms, 180 ms and 280 ms. The error bars indicate

5% confidence intervals.
In Fig. 7, the MOS of the Picture Quality is shown. There is a

rend for lower PQ at higher DDs, there is no clear trend for the JDs.
nexpectedly, 20 ms added Display delay (45 ms) was rated worse than
0 ms (55 ms) added delay, but the difference could not be determined
s statistically significant.

In Fig. 8, the MOS of the Responsiveness Quality is shown. There
s a trend for lower RQ at higher delays, but the differences are not
ignificant.

In Fig. 9, the MOS of the Task Accomplishment Quality is shown.
o clear trend can be noticed.

In Fig. 10, the MOS of the Comfort Quality is shown. The comfort is
educed by longer delay and this trend is clearer for the Display delay.
he 30 ms added Display delay (in total 55 ms) is significantly lower
T-test: p = 0.0019 < 0.005, Wilcoxon: p = 0.0033 < 0.005), than the
omfort quality for baseline-delay.

In Fig. 11 the MOS of the Immersion Quality is shown. There is a
rend for lower Immersion Quality at higher delays. 30 ms added delay
Q (55 ms) is very close to being significant (T-test: p = 0.0056 > 0.005

ilcoxon: p = 0.009 > 0.005) compared to the baseline-delay case.
In Fig. 12, the MOS of the Overall Quality is shown. The OQ has

similar trend to the IQ but is not as clear. No significance was
iscovered.

The SSQ analysis for the delay revealed a large increase in the
ymptom levels (Fig. 13), all of which were statistically significant
.e. <0.0125; where Nausea had p = 0.00005, Oculomotor p = 0.007,
isorientation (p = 0.00008) and the Total Score (p = 0.0002). How-
ver, only 2 test subjects reported symptoms on a Severe level. In this
nalysis, all test subjects were included, even those not completing the
rimary session.

.3. Joystick delay experiment

The analysis was performed as described in Section 3.6.1. The
ormality tests rejected the hypothesis of a Normal distribution at a
5% confidence for all tested cases i.e. the performance metric as well
s for all the scales and all delays.

Two test subjects aborted the test and did not complete all test
onditions. The reason to stop was discomfort and nausea. The test
eader was present during the entire test and could monitor and also
ive feedback to test subjects whether to continue or not if they felt
iscomfort or nausea. In two cases, the recommendation to participants
as to stop. The ratings given up to the point of stopping have been

ncluded in the analysis. In all cases the SSQ were filled in for these
est subjects, so these scores have been included in the analysis.
Fig. 6. Simulator Sickness Questionnaire (SSQ) scores for the baseline experiment, where the left (light gray) bars represent the symptom levels before the experiment and the
right (dark gray and striped indicating statistically significant difference) bars the symptom levels after the experiment. The different symptom groups along the x-axis are: Nausea
(N), Oculomotor (O), Disorientation (D) and the Total Score (TS). The error bars indicate 99% confidence intervals.
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Fig. 7. The Mean Opinion Scores (MOS) for Picture Quality for different Display delays (left) and for different Joystick delays (right) in milliseconds (ms). The error bars indicate
95% confidence intervals.

Fig. 8. The Mean Opinion Scores (MOS) for Responsiveness Quality for different Display delays (left) and for different Joystick delays (right) in milliseconds (ms). The error bars
indicate 95% confidence intervals.

Fig. 9. The Mean Opinion Scores (MOS) for Task Accomplishment Quality for different Display delays (left) and for different Joystick delays (right) in milliseconds (ms). The
error bars indicate 95% confidence intervals.

9
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Fig. 10. The Mean Opinion Scores (MOS) for Comfort Quality for different Display delays (left) and for different Joystick delays (right) in milliseconds (ms). The error bars
indicate 95% confidence intervals.
Fig. 11. The Mean Opinion Scores (MOS) for Immersion Quality for different Display delays (left) and for different Joystick delays (right) in milliseconds (ms). The error bars
ndicate 95% confidence intervals.
Fig. 12. The Mean Opinion Scores (MOS) for Overall Quality for different Display delays (left) and for different Joystick delays (right) in milliseconds (ms). The error bars indicate
5% confidence intervals.
The task performance results, in terms of the number of logs success-
ully loaded by test subjects, are shown in Fig. 14. The height of the bars
hows the mean number and the error bars indicates 95% confidence
ntervals. Striped bars indicate significantly different mean amount of
10
logs. The total delays are given in the graphs, that is baseline delay plus

added delay. For Joystick delay it is 80 ms + (50 ms, 100 ms, 200 ms,

400 ms, 800 ms) = 130 ms, 180 ms, 280 ms, 480 ms and 880 ms.
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Fig. 13. Simulator Sickness Questionnaire (SSQ) scores for the delay experiment, where
the left (light gray) bars represent the symptom levels before the experiment and
the right (dark gray and striped indicating statistically significant difference) bars the
symptom levels after the experiment. The different symptom groups along the x-axis
are: Nausea (N), Oculomotor (O), Disorientation (D) and the Total Score (TS). The error
bars indicate 95% confidence intervals.

Fig. 14. The mean number of logs loaded per 2 min session as a function of the added
Joystick delay in milliseconds (ms). The error bars indicate 95% confidence intervals.
Striped bars marks statistically significantly different mean values.

The statistical tests showed that the 880 ms delay case was sig-
nificantly different from all the other cases, with 𝛼 < 0.0033, see
Table 3.

In Fig. 15, we can see the MOS of the Responsiveness Quality in
the height of the bars as ordered along the x-axis with increasing
added Joystick delay. Striped bars indicate significantly different MOS.
The statistical tests detailed that 880 ms was statistically significantly
different from the other cases, with 𝛼 < 0.0033, see Table 3. In addition,
the 480 ms delay case was also significant towards 80 ms in the T-test,
but not in the Wilcoxon test (T-test: p = 0.0023, Wilcoxon: p = 0.0067).

Fig. 16 illustrates the effect on the Task Accomplishment Quality.
he statistical tests performed here also specified that 880 ms was
tatistically significantly different from the other cases with 𝛼 < 0.0033,

see Table 3.
The impact of the delay on the Comfort Quality is shown in Fig. 17.

In contrast to the previous cases, 880 ms was not statistically different
from all other cases with (alpha) > 0.0033, but was statistically sig-
nificantly different from some, as shown in Table 3. 80 ms was only
significant in the T-test and 480 ms was not significant in either test.

In Fig. 18, the MOS of the Immersion Quality is shown. The Immer-
sion has no significant cases. The only exception is that the T-test for
880 ms towards 130 ms was significant, but this was not conclusively
confirmed with the Wilcoxon test, see Table 3.
11
Fig. 15. The MOS for Responsiveness Quality for different Joystick delays (right) in
milliseconds (ms). The error bars indicate 95% confidence intervals. Striped bars mark
statistically significant different mean values.

Fig. 16. The MOS for Task Accomplishment Quality for different Joystick delays (right)
in milliseconds (ms). The error bars indicate 95% confidence intervals. Striped bars
mark statistically significant different mean values.

Fig. 17. The MOS for Comfort Quality for different Joystick delays (right) in mil-
liseconds (ms). The error bars indicate 95% confidence intervals. Striped bars mark
statistically significant different mean values.

In Fig. 19, the MOS of the Overall Quality is shown. The statistical
tests gave that 880 ms was statistically significantly different from the
other cases with 𝛼 < 0.0033, see Table 3.

The SSQ analysis for the delay revealed large increase in the symp-
tom levels (Fig. 20), all of which were statistically significant i.e. p
< 0.0125; where Nausea had p = 0.00024, Oculomotor p = 0.000014,
Disorientation (p = 0.000022) and the Total Score (p = 0.0000063).
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Table 3
P-values of statistical tests between 880 ms and the other delay cases.

Delay 80 ms 130 ms 180 ms 280 ms 480 ms

P-value T W T W T W T W T W

NLOGS 0.00026* 0.00036* 0.00042* 0.00075* 1 ⋅ 10−5* 0.00016* 0.00098* 0.0024* 5 ⋅ 10−5* 0.00033*
RQ 5 ⋅ 10−12* 6 ⋅ 10−6* 4 ⋅ 10−11* 5 ⋅ 10−6* 1 ⋅ 10−12* 4 ⋅ 10−6* 1 ⋅ 10−12* 3 ⋅ 10−6* 2 ⋅ 10−9* 1 ⋅ 10−5*
TQ 1 ⋅ 10−6* 7 ⋅ 10−5* 1 ⋅ 10−6* 6 ⋅ 10−5* 6 ⋅ 10−10* 1 ⋅ 10−5* 1 ⋅ 10−5* 0.00016* 2 ⋅ 10−5* 0.00040*
CQ 0.0013* 0.0037 0.0013* 0.0022* 0.00025* 0.00095* 0.0018* 0.0030* 0.0098 0.018
IQ 0.017 0.021 0.0029* 0.0077 0.0054 0.0093 0.24 0.26 0.088 0.012
OQ 1 ⋅ 10−6* 6 ⋅ 10−5* 3 ⋅ 10−7* 4 ⋅ 10−5* 3 ⋅ 10−9* 2 ⋅ 10−5* 5 ⋅ 10−5* 3 ⋅ 10−5* 1 ⋅ 10−6* 0.00012*

*Significant cases 𝛼 < 0.0033.
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Fig. 18. The MOS for Immersion Quality for different Joystick delays (right) in
milliseconds (ms). The error bars indicate 95% confidence intervals. Striped bars mark
statistically significant different mean values.

Fig. 19. The MOS for the Overall Quality for different Joystick delays (right) in
illiseconds (ms). The error bars indicate 95% confidence intervals. Striped bars mark

tatistically significant different mean values.

owever, one test subject reported symptoms on a Severe level (highest
n the SSQ) and he/she also stopped the test. In this analysis, all of the
est subjects were included, even those not finishing the main session.

.3.1. Comparison with experienced log lifters
To investigate whether the results obtained are different if the

est subjects have extensive experience in truck crane operation, we
et seven experienced truck crane operators perform the experiment
s well. We reduced the number of scales to rate after each 2 min
eriod, in order to make the test quicker for this group, otherwise
he experiment was performed as previously. The questions asked after
ach 2 min period were:

• How many logs did you load these two minutes?
• How would you rate the responsiveness of the system?
12
Fig. 20. Simulator Sickness Questionnaire (SSQ) scores for the delay experiment, where
the left (medium gray) bars represent the symptom levels before the experiment and the
right (striped bars indicating statistically significant difference) bars the symptom levels
after the experiment. The different symptom groups along the x-axis are: Nausea (N),
Oculomotor (O), Disorientation (D) and the Total Score (TS). The error bars indicate
95% confidence intervals.

• How would you rate your ability to accomplish your task of
loading the logs on the truck?

In Fig. 21 (left), the mean number of logs are shown, and it can be
observed that the mean is distinctly higher, which can be expected. It
can also be observed that the overall impact is the same, in that the
results are very similar up to and including 480 ms, but then drops
drastically for 880 ms. Fig. 21 (right) shows a scatterplot between the
mean number of logs reached by the naïve users (x-axis) compared to
the mean number of logs reached by the experts (y-axis). The Pearson
linear correlation is 0.96 (i.e. R2 = 0.93).

The rated experiences for the Responsiveness Quality (Fig. 22, left)
nd the Task Accomplishment Quality (Fig. 23, left) shows similar
rends in regard to the inexperienced test subjects, with clearly lower
atings for the 880 ms case. It may be noted that for the experienced
est persons, the drop for 480 ms is slightly deeper, although this is very
ncertain due to the small number of experienced test subjects. Figs. 22
nd 23 (right) shows scatterplots between the MOS of Responsiveness
uality and Task Accomplishment Quality of the naïve users (x-axis),
ompared to the MOS of the experts (y-axis). The Pearson linear corre-
ation is 0.93 (i.e. R2 = 0.88) for the Responsiveness Quality and 0.95

(i.e. R2 = 0.90) for the Task Accomplishment Quality.
The SSQ results are also in line with what was obtained for the

inexperienced test subjects, see Fig. 24.

4.3.2. Effect of delay inertia
During the subjective tests, a potential trend was noticed by the test

leader, wherein participants seemed to give unexpectedly low scores to
80 ms, 130 ms delay scenarios, if such scenarios had been preceded by
a high-delay scenario (880 ms). This effect may have been manifested
as a kind of inertia in participant accommodation to the delays —
when participants accommodated to a high delay scenario, then a
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Fig. 21. (left) The mean number of logs loaded by the experienced log lifting test subjects per two min session as a function of the added Joystick delay in milliseconds (ms).
he error bars indicate 95% confidence intervals. (right) Scatterplot between the mean number of logs reached by the naïve users (x-axis) compared to the mean number of logs
eached by the experts (y-axis).
Fig. 22. (left) The MOS for Responsiveness Quality for different Joystick delays (right) in milliseconds (ms) rated by the experienced log lifting test subjects. The error bars
indicate 95% confidence intervals. (right) Scatterplot between the MOS for Responsiveness Quality of the naïve users (x-axis) compared to the MOS for Responsiveness Quality of
the experts (y-axis).
Fig. 23. (left) The MOS for Task Accomplishment Quality for different Joystick delays (right) in milliseconds (ms) rated by the experienced log lifting test subjects. The error bars
ndicate 95% confidence intervals. (right) Scatterplot between the MOS for Task Accomplishment Quality of the naïve users (x-axis) compared to the MOS for Task Accomplishment
uality of the experts (y-axis).
R

udden transition into a low delay scenario might have been jarring and
herefore reduced the participant QoE within the low delay scenario.

To check whether this suspected trend was actually manifested in
he collected data, we performed two repeated-measures ANOVA tests.
est 1 considered the 80 ms and 130 ms scenario ratings as the inter-
ept (main factor), and a binary predictor ‘‘preceded by 880 ms delay’’,
hich categorized the main factor scenarios as either having been, or
ot been, preceded by an 880 ms delay scenario. The predictor’s value
as set according to the experiment sequencing logs. The RM-ANOVA
as performed for each of the five response scales (Overall, Comfort,

mmersion, Responsiveness, Task Accomplishment). Test 2 considered
nly the 80 ms scenario, using the five response scales as the intercept
main factor), and the binary predictor ‘‘preceded by an 880 ms delay’’.
13
In test 1 (80 ms and 130 ms responses), the ‘‘preceded by an 880 ms
delay’’ factor did not have a statistically significant (p < 0.05) effect on
any of the response scales (Overall: F1,27 = 0.607, p = 0.442. Comfort:
F1,27 = 0.058, p = 0.811. Immersion: F1,27 = 0.306, p = 0.584.

esponsiveness: F1,27 = 1.518, p = 0.228. Task Accomplishment: F1,27
= 0.572, p = 0.455.)

There were also no statistically significant (p < 0.05) joint interac-
tions between the ‘‘preceded by 880 ms delay’’ factor and the main
delay factor. The interaction results for Overall scale were F1,27 =
1.390, p = 0.248, for Comfort scale F1,27 = 3.389, p = 0.076, for
Immersion scale F1,27 = 0.352, p = 0.557, for Responsiveness scale
F1,27 = 1.298, p = 0.264, and for Task Accomplishment scale F1,27 =
0.715, p = 0.404.
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Fig. 24. Simulator Sickness Questionnaire (SSQ) scores for the delay experiment, where
the left (medium gray) bars represent the symptom levels before the experiment and
the right (light gray) bars the symptom levels after the experiment for the experienced
log lifting test subjects. The different symptom groups along the x-axis are: Nausea (N),
Oculomotor (O), Disorientation (D) and the Total Score (TS). The error bars indicate
95% confidence intervals.

In test 2 (only the 80 ms scenario responses, preceded or not
preceded by the 880 ms delay scenario), the scales themselves had a
statistically significant effect (F1,27 = 584.085, p = 7.9 ∗ 10−20) on the
esults, suggesting that the scales were not treated as interchangeable
y our participants. However, the ‘‘preceded by 880 ms delay’’ factor
ad no significant effect on its own (F1,27 = 0.004, p = 0.945), nor did

it have any significant interaction with the main, scale factor (F4,108
= 0.502, p = 0.734).

Due to the comparatively high p-values, we can conclude that
within the collected data there is no evidence of any delay-handling
inertia. The results of participant scores on the low-delay scenarios
were not significantly affected by whether the participants had just
completed a high-delay (880 ms) scenario or not.

4.3.3. Learning effect
The test participants had not encountered the delay simulator prior

to the testing process. Because each participant spent time using the
simulator during the test, we wanted to check whether there was any
task-learning effect exhibited by the participants. We categorized the
responses in each scale according to the time already spent in the test,
for all scenarios with delay < 280 ms. Due to results from preceding
tests, showing a negative effect of high delay on participant QoE and
task performance, we omitted the large delay scenarios (>280 ms) from
this attempt to find a learning effect over time, and only considered
delays from 80 ms to 180 ms, which – according to previous results
– should not have a significant effect on participant responses. The
cumulative results for the participant responses based on time spent are
shown in Fig. 25a–e, and their task performance is shown in Fig. 25f.
As can be seen in Fig. 25, in several scales (Overall, Responsiveness)
the cumulative responses are consistent up to 180 ms of joystick delay,
and begin deviating when a delay of 280 ms is included. This further
suggests to consider delays up to 180 ms when searching for any
learning effect.

We attempted to fit a non-linear model to the participant responses,
with the general regression function ‘‘𝑦 ∼ 𝑏1 + 𝑏2 ∗ 𝑥2 − 𝑏3 ∗ 𝑥1’’, where
y is the participant response, 𝑥1 is the delay in milliseconds, 𝑥2 is the
time already spent in minutes, 𝑏1 is an unknown base bias term, and
𝑏2 and 𝑏3 are unknown coefficients. The model was regressed using
automated tools once for each response scale and once for all scales
combined, using random seeds for 𝑏1 to 𝑏3 variables.

For most scales, the regression arrived at small values for the coef-
ficients 𝑏2 and 𝑏3, giving a negligible effect of the delay and time-spent

factors on the response. All regressed models had high prediction RMSE c

14
(from 0.825 for Immersion scale in the best case, to 1.56 for the Number
of Logs scale). The p-values for the 𝑏2 coefficient (corresponding to the
time already spent variable) were consistently above 0.05.

Furthermore, automated tools were used to fit a reduced model from
the starting function of ‘‘𝑦 ∼ 1 + 𝑥1 + 𝑥2 + 𝑥1 ∗ 𝑥2 + 𝑥12 + 𝑥22 + 𝑥12 ∗
𝑥22’’, allowing the fitting tools to estimate coefficients for each term and
to drop any terms with no effect on the response y from the function.
This regression again was attempted for each scale separately, and
once for all scales together. Of these 7 estimated models, 4 removed
the 𝑥2 term entirely, indicating no impact from the time-spent factor.
The remaining three models assigned small coefficients to the 𝑥2 term
(0.11 with p = 0.22, −0.04 with p = 0.02, and −0.08 with p = 0.06).
Similar to before, the estimated models retained a large RMSE (1.54 in
the worst case, 0.819 in the best case), which is excessive for reliably
predicting responses on a scale of 1 to 5.

These results suggest that there is no significant effect from the
time spent in the test to the participant responses or task performance
in low-delay scenarios; in other words, no significant learning effect
was observed in participants’ results. As regards the other results,
any existing learning effect that is this difficult to detect, would be
counteracted in the experimental design by the randomization of test
sequences, and therefore not affect the overall result in a serious way.

4.3.4. Time-in-test
To control for the effects from participant tiredness, we checked

for possible effects from the Time-In-Test measurement on participant
responses, without any joystick-delay based response filtering. The
participant responses per Time-In-Test are shown in Fig. 26a–e, and
their task performance is shown in Fig. 26f. The graph reveals that the
mean responses per any particular joystick delay are erratic, however
the mean response over all delays remains fairly flat regardless of the
Time-In-Test.

A Repeated-Measures ANOVA test was performed on the data, with
Time-In-Test and joystick delay as predictors, and per-scale response
as the intercept (main factor). The joystick delay factor was shown
as statistically significant (𝐹1,172 = 23.997, p = 2.2 ∗ 10−6), which is
consistent with the previously reported results. The Time-In-Test factor
was not statistically significant (𝐹1,172 = 1.228, p = 0.269).

. Discussion

.1. Baseline experiment

The scale data indicates that the test subjects are not completely
atisfied with Picture Quality (MOS = 3.6 i.e. between Fair and Good).

The Responsiveness is not problematic, and should not be, since the
imulation is running on a sufficiently powerful PC, as evidenced by
he RQ-score exceeding Good (MOS = 4.3).

For the Task Accomplishment Quality, the participant rating was
etween Fair and Good (MOS = 3.6) i.e. most people indicating a score
omewhere in the middle. Our interpretation is that the test subjects
id not have a strong opinion due to minimal experience in how a real
ystem is works (as indicated in the pre-questionnaire).

Both the Immersive Quality (MOS = 4.3) and the Overall Quality
MOS = 4.1) were rated high i.e. exceeding good.

The SSQ indicates a very minor effect, although the disorientation
ymptom group showed a significant increase after the test, compared
o the disorientation score before the test. A small fraction of people

an show heightened sensitivity though.
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Fig. 25. (a–f): Mean participant responses for test instances with low joystick delay. Each line corresponds to a different definition of ‘‘low joystick delay’’, and lists the cumulative
mean responses from cases within the given delay range.
5.2. Display and joystick delay experiment

In the display and joystick delay experiment, we discovered some
impact on lower quality for higher delay, but the effect is relatively
small and we only found significant effects on the highest level on
added Display delay (30 ms) for Comfort Quality and Immersion Qual-
ity. One explanation for this seemingly small effect is that the scale
analysis includes very few data samples from test subjects that did not
finish the test. A reasonable assumption is that these test subjects would
have rated the quality as being lower.

Another explanation is that the task was not sensitive enough to
delays in the range in the current study. Earlier studies have shown
that impact of delay on task performance is very task dependent, see
e.g. [25,26]. Furthermore, test subjects may not always clearly identify
the delay as being the source of the problem, as has been shown in
telemeeting applications [37]. It can be noted that in the ratings from
the test subjects, several inversions exist, i.e. that a test subject has
15
rated lower quality of case with shorter delay compared to the case
with longer delay.

The SSQ demonstrates a significant increase of symptoms. This is
most likely connected to the Display delay, since an analysis of when
test subjects stopped the experiment revealed that it was for the highest
added Display delay. Furthermore, the 30 ms added Display delay had a
statistically significant lower comfort quality. The SSQ score included
all participants, even those that stopped, but the CQ was with a few
exceptions based on the test subjects completing the test.

There was very little impact by the added Joystick delay. We can see
tendencies to lower MOS on longer delays. However, no significant ef-
fects were found for the scales and as such, we attributed the significant
effects on symptoms of SSQ to the Display delay. The Joystick delay had
less impact, although we cannot identify the relative contributions of
the two different delays.

It is known from the operation of the real crane system that the
crane operators are normally very good at compensating for a bit of
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Fig. 26. Mean participant responses, sorted by time spent in the test at the response-giving point. The vertical bars for mean-of-all-delays lines indicate the 95% confidence
interval.
delay in the crane controls, which is the Joysticks in this study. It is
therefore reasonable to assume that also novice operators can manage
to compensate for some delay when operating the crane. Furthermore,
the baseline delay is fairly long (80 ms), so the shorter added Joystick
delays are relatively small and could get unnoticed just because of that.

The actual undisturbed log loading time became shorter than we
anticipated when planning and testing the experiment, as most test
subjects needed almost 1 min to record their ratings, which is longer
than for instance when giving scores on e.g. paper or a computer
interface. It may have contributed to giving less influence on the expe-
rienced delay. However, one minute is still enough time to get quite a
good understanding of the environment and the test subjects were fully
immersed during the rating period and continuing performing their
16
task, so we believe it had a minor influence, but intend to investigate
this further.

5.3. Joystick delay experiment

The joystick delay experiment was motivated by the small statisti-
cally non-significant effects observed in the display and joystick delay
experiment, for the impact on the added Joystick delay There, several
inversions could be noticed where test subjects sporadically rated a
lower quality of a case with shorter delay than of a case with longer
delay, e.g. the zero added delay case had sometimes been rated as low
as the 800 ms case.

The results presented here corroborate previous findings about in-
sensitivities of hand controller latency. For a Telesurgery application,
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Rayman et al. [38] found that a set of robotic laparoscopic tasks could
be performed at latencies up to 400 ms without significantly affecting
task performance, and that simple tasks were possible to perform with a
high level of accuracy with delays as high as 800 ms. Kim and Ryu [39]
studied a haptic teleoperation task at different visual and haptic delays.
Their results show that task performances were largely unaffected for
delays below 200 ms, and that lower haptic delays were preferable to
synchronized visual and haptic delays. In our log loading task, for all
scales and the number of logs loaded, it is only for the longest delay
that there is a clear effect i.e. 800 ms. This may be largely dependent
on this particular task. However, if humans were very sensitive to this
type and easily disturbed by it, larger effects should have been observed
at shorter added delays, which is in line with the observation that both
the experienced and the inexperienced test subjects react in a similar
way.

The SSQ showed a significant increase of symptoms. The SSQ score
included all participants, even those that stopped. Overall, this test did
not seem to be too strenuous for most people to complete. However,
there are some that are very sensitive, in this case a total 2 out of 30
participants.

5.4. Experimental procedure

The experiments are not precisely based on standardized proce-
dures, as there are none yet currently available. However, the design
is very much in line with current established QoE methodological
approaches. Very briefly we can summarize the approach as follows:
A technical parameter, in this case the delay is varied in an experiment
where a trial is performed with a specific value of this parameter, then
the test subjects rate their experience after each trial. This works well
in the case where a specific understanding of the impact of such a
parameter is of interest, but may not lead to any deeper understanding
of the overall user experience or how that could be improved in the
design of the system. Most of the standardized procedures e.g. ITU-R
Rec. BT.500 [8] are not task based, although ITU-T Rec. P.912 [40] is
a step in that direction with the recognition task. The recommendation
ITU-T Rec. P.1301 is covering tele-meetings and therefore includes
interaction, but the task is targeting conversation and is therefore
different from the task in this study. We think that the current study
shows that the methodological approach taken here has given useful
results in understanding the impact of delay on task performance of
this kind. However, we believe that further research is needed to fully
understand how to bring UX and QoE closer together. Here it will be
important to incorporate the qualitative methods from UX in a better
way, especially when the test subjects with specialized backgrounds
such as crane operator, truck drivers and wheel loader drivers cannot
be used in large numbers, and quantitative statistics become uncertain.

For these experiments, verbal responses from the test subjects were
used to get the rating on each of the individual scales, since the test
subjects wore a VR-headset throughout the experiments and there was
no implemented interface for responses in the simulator. This puts a
high demand on the test leader to be consistent in the communication
with the test subjects, not to influence them differently with the way
scales are asked for and answers are received. A potential improvement
would be to have the verbal questions pre-recorded and played to the
test subjects after each trial, with the test leader writing down the
responses. Even though the test leader communicated the questions
to test participants verbally, and recorded the participants’ verbal
answers, the test leader also had a reference form of the questions
printed. Therefore, even if the verbal inflections may have varied
between repetitions, the structure and grammar of the questions posed
to participants were consistent between the experiment sessions.

The test participants did not take breaks from VR between each trial.
The virtual environment was reset, however the HMD remained on
from experiment start to end (or cancellation). This lack of breaks may

have contributed to an increased susceptibility to Simulator Sickness,

17
due to the participants being immersed in an unreliable, changing
virtual environment over the course of all trials.

The number of test subjects used could not be based on pre-planning
in the same way as suggested by Brunnström and Barkowsky [41],
since the variance in this type of experiments is less known than in
traditional QoE experiments targeting video and audio. We could see
in the Baseline study that the average standard deviation is 0.7, which
is similar to what could be expected in well controlled subjective
video quality experiments. However, when adding delay in the other
experiments we saw an increased standard deviation, in the range of
0.9 to 1.1 for the scales and very high (1.5) for the performance metric
of number of logs. This indicates that more test subjects are needed in
these types of experiments. The obtained standard deviations can now
be used for future planning of experiments and can be easily done by
using the web tool ‘‘VQEGNumSubjTool’’ [42], based on [41]. In our
experiments within this study, we have used 18 participants for BEXP,
25 for DJEXP (started with 35), and 29 for JEXP (started with 31),
which seem to be appropriate numbers based on the observed standard
deviation.

The length of the experiment per each test subject, the length of all
trials, and the number of conditions are a test design balance question.
Optimally, these variables should be balanced such that useful results
are obtained without excessively tiring the test subjects. With our test
design, we targeted a session time of 20 min or less per participant.
For DJEXP we had 9 conditions, which were switched every 2 min and
during the last half minute the ratings were collected. It turned out
that half a minute was a bit short, so in JEXP, we altered the rating
to be between the 2 min trials to keep this constant. We then reduced
the number of conditions to 6, in order to keep the total time in the
VR-headset about 20 min.

The 2 min period seems to have been appropriate for the test
subjects, as we could observe that the subjects were able to operate the
crane at least a couple of times. Each crane operation involved moving
from a pile of logs to the truck, back and forth, giving the participants
enough time to sense the influence of the simulated delay.

6. Conclusion

The baseline study shows that most people are more or less happy
with the VR-system and that it does not have a strong effect on any
symptoms as listed in the SSQ. There is some room for improvement
since all scales were not above Good (> 4). For instance, the Picture

uality only had a MOS of 3.6.
In the display and joystick delay study, we found significant effects

n Comfort Quality and Immersion Quality for higher Display delay
30 ms), but very small impact of Joystick delay. Furthermore, the
isplay delay had strong influence on the symptoms in the SSQ, as
ell as causing test subjects to decide not to continue to the end with

he experiments, and this was also found to be connected to the longer
dded Display delays (≥20 ms).

In the joystick delay study, we found no significant effects of delays
n the task performance (number of logs loaded) or on any scales up
o 200 ms. Very weak effects were found for 400 ms, it was only found
ignificantly lower in responsiveness quality. A strong significant effect
as found for 800 ms added delay, being significantly lower for the
umber of logs and for all scales against all the other delays (with the
xception one case). It seems as if the delays need to become at least
bout half a second to be clearly noticeable and disturbing for this type
f task. Although the group of experienced log lifting test subjects are
elatively small, it supports the findings of the inexperienced group
o be just applicable to the inexperienced test subjects but seems to
pply more generally. The symptoms reported in the Simulator Sickness
uestionnaire were significantly higher for all the symptom groups, but
ost reported just slight symptoms, a few also moderate and just one,
severe symptom. Also, for the SSQ the results were very similar for

oth the inexperienced and experienced group. Two out of thirty test
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persons stopped the test prematurely due to their symptoms. Thus, most
test persons were fine using the VR-simulator, but a few seem to be very
sensitive.

The overall conclusion is that latency in the display update has a
severe impact and should be avoided or limited to very short latency,
i.e. less than 30–35 ms. For latency in the Joysticks or hand controllers,
much longer latencies can be tolerated and if it is kept below 0.5 s, it
has a very limited impact on the test task of this study.
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