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Abstract—The exponential growth in global mobile data traffic,
especially with regards to the massive deployment of devices
envisioned for fifth generation (5G) mobile networks, has given
impetus to exploring new spectrum opportunities to support the
new traffic demands. The millimeter wave (mmWave) frequency
band is considered as a potential candidate for alleviating the
spectrum scarcity. Moreover, the concept of multi-tier networks
has gained popularity, especially for dense network environments.
In this article, we deviate from the conventional multi-tier
networks and employ the concept of control-data separation
architecture (CDSA), which comprises of a control base station
(CBS) overlaying the data base station (DBS). We assume that
the CBS operates on the sub-6 GHz single band, while the
DBS possesses a dual-band mmWave capability, i.e., 26 GHz
unlicensed band and 60 GHz licensed band. We formulate
a multi-objective optimization (MOO) problem, which jointly
optimizes conflicting objectives: the spectral efficiency (SE) and
the energy efficiency (EE). The unique aspect of this work
includes the analysis of a joint radio resource allocation algorithm
based on Lagrangian Dual Decomposition (LDD) and we compare
the proposed algorithm with the maximal-rate (maxRx), dynamic
sub-carrier allocation (DSA) and joint power and rate adaptation
(JPRA) algorithms to show the performance gains achieved by
the proposed algorithm.

Index Terms—Control-data separation architecture, resource
allocation, dual-band millimeter wave, energy efficiency, spectral
efficiency, multi-objective optimization

I. INTRODUCTION AND MOTIVATION

Fourth generation (4G) communication technology was in-
troduced to provide a platform for supporting new services that
required higher data rates. However, in order to keep pace with
the rising demands of data rates and reliable communication,
a need for a new generation of communication technology
gained ground. According to recent estimates, the use of
mobile broadband is expected to rise sharply in the coming
years. The global mobile data traffic forecast report by CISCO
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[1] reveals that almost half a billion mobile devices were added
in 2016, mainly due to the increase in the usage of smart
phones. Moreover, the monthly global mobile data traffic is
expected to rise to 49 exabytes by the year 2021. Viewing
the massive traffic requirements of the future, the concept
of fifth generation (5G) communication technology has been
proposed. The major aspects of 5G network evolution include
exploring new spectrum opportunities and moving towards
green communication.

Heterogeneous network (HetNet) is one of the key enabling
technologies of 5G networks. HetNets allow base station (BS)
densification by allowing a multi-tier network with macrocells
overlaid with small cells (micro, pico and femto). The small
cell BSs (SBSs) are low-power radio access nodes with
a limited range [2]. HetNets, by allowing spatial reuse of
spectrum resources, lead to higher network capacity. The main
objective of introducing the small cells is to ease the load on
the macrocells by offloading traffic to small cells. The short
distance between the transmitter and receiver in small cells
enhances radio link quality, which in turn leads to higher
data rates. In addition to this, the (30 GHz to 300 GHz)
millimeter wave (mmWave) frequency band is considered as
a viable candidate for meeting the new service demands and
overcoming the spectrum congestion. The mmWave frequency
band promises higher bandwidth, providing a much needed
space for offloading traffic from the licensed bands.

The channel propagation conditions in mmWave frequency
bands necessitate directional beamforming, which leads to
low interference [3]. The beamforming techniques are further
classified into analog, digital and hybrid beamforming, where
the choice of a particular beamforming technique depends
on the processing and power consumption constraints [4].
Moreover, the high frequency of mmWave bands allows small
antenna dimensions, which could help in miniaturization of
devices. The mmWave technology, however, has some lim-
itations that include low transmission range and high pen-
etration loss due to obstacles, which requires establishing
line-of-sight (LoS) transmission links. Integration of mmWave
small cells with the traditional long term evolution (LTE)
based macrocells can lead to numerous new opportunities for
services requiring higher data rates. However, to maximize
gain of such integration, efficient resource allocation, user
association and power management techniques are required
to ensure energy efficiency (EE) as well as spectral efficiency
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(SE). Recently, control-data separation architecture (CDSA)
[5] has been proposed as one of the solutions to cater to
the limitations of conventional HetNets. The main concept
behind CDSA is to separate the control plane (CP) and the
data plane (DP), providing ubiquitous connectivity in dense
networks. The CDSA architecture includes control BSs (CBSs)
that correspond to the macrocells, while the data BSs (DBSs)
correspond to the small cells, which overlay the CBSs.

In this work, we consider a radio access network (RAN)
architecture with CDSA for a downlink transmission. The
mmWave DBSs operate on unlicensed 26 GHz and licensed
60 GHz bands, while the CBS utilizes the 2.4 GHz band. The
integration of sub-6 GHz band based CBSs with mmWave
empowered DBSs can provide significant performance gains.
High range of 2.4 GHz band allows the CBS to conduct sig-
naling activities and provide connectivity to users, which fall
outside the transmission range of DBSs. The DBSs with low
range provide high data rates to the users, which fall within
their transmission range, while causing negligible interference
due to low range and transmissions with high directivity. To
the best of our knowledge, no prior study has been performed
that considers a EE-SE tradeoff analysis for the dual-band
mmWave network based on CDSA.

The key contributions of this work are summarized as
follows.

• Different from the conventional EE and SE optimization
approaches, we formulate a multi-objective optimization
(MOO) problem, which jointly optimizes conflicting ob-
jectives to analyze the SE and EE tradeoff in a CDSA-
based network environment. The MOO problem is trans-
formed into a tractable single objective problem by using
the weighted Tchebycheff method.

• We develop a joint radio resource allocation algorithm
based on Lagrangian Dual Decomposition (LDD). The
LDD-based algorithm jointly optimizes the decisions with
regards to power allocation for CBS, DBSs and sub-
carrier pair allocation. We compare the performance
of the network involving single-band and dual-band
mmWave DBS.

• We compare the performance of the proposed LDD-
based algorithm with the maximal-rate (maxRx), dynamic
sub-carrier allocation (DSA) and joint power and rate
adaptation (JPRA) algorithms in terms of SE and EE,
thereby highlighting the gains achieved through dynamic
spectrum management in the presence of licensed and
unlicensed mmWave resources. The results reveal that the
LDD-based algorithm outperforms the aforementioned
algorithms in terms of EE and SE.

The rest of the paper is organized as follows. In Section II,
we discuss the related work and briefly describe the advantages
and limitations of CDSA. In Section III, we discuss the system
model by explaining the initial radio access design, followed
by the channel model and the network rate formulation. The
optimization problem formulation for resource allocation is
presented in Section IV. Section V presents the simulation
model and results, and Section VI outlines the conclusions.

II. RELATED WORK: RESOURCE ALLOCATION
TEHCHNIQUES AND CDSA

In this section, we first present a review of the resource
allocation techniques in multi-tier networks. Next, we discuss
both the advantages and disadvantages provided by CDSA.

A. Resource Allocation Techniques

Several studies have focused on devising a resource allo-
cation scheme for multi-tier networks. Authors in [6] present
a hierarchical game-theoretic approach for optimal resource
allocation in HetNets. The authors propose a network-assisted
user-centric access design and the performance analysis re-
veals enhanced performance of the proposed technique as
compared to the network-centric access scheme. In [7], a
downlink HetNet environment is considered and a user as-
sociation strategy is presented, where the users can associate
with multiple BSs. A BS transmit power optimization problem
is also presented where BSs possess the flexibility of varying
their transmit power and turn themselves off at low-peak times.
Similarly, [8] discusses the challenge of high energy consump-
tion in network scenarios involving dense deployment of SBSs.
The authors propose an energy efficient user association and
SBS on/off switching scheme to minimize the total power
consumption. The number of active SBSs varies according to
the network requirement to reduce the power consumption.

The prior work on resource allocation in HetNets has mainly
focused on a single band links based on sub-6 GHz microwave
links. Recently, the concept of dual-band for HetNets has been
explored, which envisions a combination of microwave and
mmWave frequency bands. The dual-band approach allows to
exploit the benefits from propagation characteristics of both
frequency bands [9]. One of the major advantages of this
approach is the interference avoidance between LTE based
macrocell and mmWave small cells. Moreover, the low range
of mmWave small cells provides the opportunity for isolated
transmission, which leads to negligible intra-cell interference.
A dual-band framework for multi-hop relay network was
introduced in [10], where the HetNet model is based on
mmWave and LTE bands to meet the desired quality-of-service
(QoS) at the users. The downlink resource allocation problem
for HetNet is presented as an optimization problem, where
the results highlight the enhanced performance of dual-band
strategy in terms of achievable rate. Authors in [11] discuss
a joint user association and power allocation optimization
problem for mmWave-based ultra dense network with energy
harvesting BSs. The optimization design is based on QoS
constraints, energy efficiency, limits on cross-tier interference
and energy harvesting by BSs. The proposed scheme also
considers an interference coordination mechanism to limit
the interference between BSs and users. A heuristic quality-
of-experience (QoE) based user association problem is pre-
sented in [12], where the profit of mobile network operators
is maximized while ensuring the QoE experienced by the
user. In this study, the macrocell base station (MBS) works
on microwave band while the SBS works on the mmWave
frequency band. A comparison between proposed scheme and
signal-to-interference plus noise ratio (SINR)-based algorithm
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is presented and the performance gains in terms of QoE and
higher profit are quantified through simulation results.

Energy aware system design is important in future 5G net-
works, which aligns with the vision of green communication
technologies. Several works have appeared in literature, which
focus on ensuring the EE in HetNets [13]–[16]. All the afore-
mentioned works focus on maximizing the EE only. However,
some works have followed another approach of jointly analyz-
ing the SE-EE tradeoff [17]–[19]. The SE-EE tradeoff analysis
is significant for designing energy efficient communication
system. Authors in [17] present an optimization problem for
maximizing the EE and SE for HetNet coordinated multi point
(CoMP) for orthogonal frequency-division multiple access
(OFDMA) networks. The network environment considered
includes a MBS underlaid by several low-power radio resource
heads (RRH) based on 2.6 GHz band. The power consumption
model also includes the transmit power required for fiber
backhauling. In [18] and [19], a multi-tier HetNet is considered
and the authors present a green cell assocation (GCA) scheme,
where the energy efficiency is based on a metric defined as
spectrum efficiency per unit power consumption. The perfor-
mance of GCA scheme is compared to the maximum received
power association (MRPA) and nearest BS association (NBA)
schemes, where GCA scheme outperforms the other schemes
in terms of EE. Authors in [20] present a EE and SE tradeoff
analysis for uplink of multi-user two-tier OFDMA HetNet
subject to users’ maximum transmit power and minimum rate
constraints. Authors in [21] discuss a dense multi-tier HetNet
with LoS and NLoS transmissions. The downlink coverage
probability is derived, which helps in determining the area
spectral efficiency (ASE) and EE of the network. The authors
observe that in the case of highly dense SBS deployment,
increase in the transmit power of SBS does not improve the
ASE but decreases the EE. Moreover, it is also observed that in
dense HetNets, the ASE and EE increases with an increase in
SBS density due to the dominance of LoS links. Considering
the spectrum constraints in the future dense HetNets, it is
important that the network optimization and analysis address
both SE and EE to give a more realistic picture of the network
performance.

Recently, some works have appeared in literature exploring
the possibilities of a dual-band transmission mechanism. In
[22], authors present the idea of new transceivers that allow
hybrid mmWave based HetNet, i.e., dual bands to operate
at the SBS. The utilization of dual-band allows reduction
in interference and allows the choice of transmission in a
particular band depending on the propagation characteristics
and the QoS requirements. Authors in [23] present a dual-band
antenna design specifically designed for operation at 25 GHz
and 37 GHz mmWave bands. These works highlight the need
to overcome the hardware constraints for dual-band network
operation. The performance analysis of dual-band network
operation has also been conducted in the literature, providing
an idea about the performance gains that can be achieved.
Authors in [10] utilize the concept of dual-band to optimize
the normalized sum-weighted rate of the system. The mmWave
bands considered for operation are the 60 GHz V-band and
the 70-80 GHz E-band. The results signify the importance

of using multiple-band approach for HetNets. In [24], the
authors carry the concept of dual-band transmission further
by proposing a new architecture for multi-band multiple-input
multiple-output (MIMO) HetNet. Two deployment scenarios
are considered: a) MBS works on the microwave and mmWave
band while the SBS works on the mmWave band, and b) the
dual-band capability is reversed and the MBS works on single
microwave band while the SBS works on dual-band. The
approximate distance of the user from the BS is considered for
selecting a particular band of operation, e.g., if the user is at a
distance greater than a particular threshold microwave link is
selected, otherwise mmWave link is selected for transmission.
The results highlight the performance gains achieved through
applying the dual-band approach at the small cells.

In this work, we build on the platform provided by the afore-
mentioned works to develop and analyze a resource allocation
problem for dual-band mmWave network environment based
on CDSA.

B. Control-Data Separation Architecture
The main objective of CDSA is to separate the signals for

full coverage from high data rate transmissions. The CP usu-
ally operates on low frequency bands with good propagation
capabilities to provide high coverage. The DP can operate
on high frequency bands, offering high capacity and more
spectrum resources. Initially, the users are not connected to
DBS and the idle users are connected to CBS only. The
CBS can initiate a call or a data session for the user by
finding the suitable DBS to provide high data rates. CDSA
approach can lead to energy saving by avoiding the always on
paradigm. CDSA provides a re-configurable approach to adapt
to the changes in the network, allowing a scalable solution
through load dependent deployment of DBSs. The CDSA can
dynamically adapt to the traffic loads to provide considerable
energy savings by switching the DBS on/off according to
the predicted/measured average traffic loads based on the
historical information. It is pertinent to note that switching
off a DBS doesn’t lead to loss of coverage for the devices as
the CBS provides ubiquitous connectivity to the devices. The
DBS can be activated by the CBS, if the device moves within
the coverage range of an inactive DBS, well in advance based
on the device’s mobility pattern in order to be active before
the device arrival to provide the data transmission. If a user
moves from the coverage area of one DBS to another, the CBS
helps in associating the user with the best serving DBS. The
separation of control and data plane allows the CBS to carry
out dynamic readjustments to the network through ubiquitous
control signaling, while the operation of DBS is limited to the
data plane.

Despite the benefits of CDSA over traditional RAN archi-
tecture, there are also several challenges. The CBS requires
channel information of each DBS-user link, which could lead
to significant overhead. One method to determine channel
information is through gathering the position information of
devices through the global positioning system (GPS) [5]. The
channel prediction models could help in determining the chan-
nel state of DBS-device links. Furthermore, a backhaul con-
nection is required to support the coordination between CBS
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Fig. 1: Snapshot of a typical CDSA-based network with CBS
overlaying dual-band DBSs. CBS operates at 2.4 GHz ISM
band, DBS operates at 26 and 60 GHz mmWave bands.

TABLE I: Notations

BM {1...M} Set of CBSs m ∈ {1, 2, ..M }
BL {1...L} Set of DBSs l ∈ {1, 2, ..L }
Um Set of all users randomly deployed in the

coverage area of CBS m, u ∈ Um

F Set of frequency bands, F ∈ { f1, f2, f3 } 2.4 GHz,
26 GHz and 60 GHz, respectively

N Set of orthogonal subcarriers, n ∈ N, N = N1, N2, N3
wu Weight of user u according to required QoS
ρ
(n)
m,u Binary operator showing allocation of

subcarrier n to user u for CBS m

ρ
(n)
l ,u

Binary operator showing allocation of
subcarrier n to user u for DBS l

T Time required for beamforming, user association
and data transfer

θl DBS beamwidth
θu User beamwidth

and DBSs leading to a high system overhead. The solution to
the high overhead lies in designing new signaling techniques
for CBS and DBS. The dual connectivity of devices to CBS
and DBS requires an uplink-downlink decoupling along with
the logically separated CP and DP. It is important to note that
the optimal DBS-user link for an uplink transmission scheme
might be different from the downlink transmission scheme,
which implies that different resource allocation schemes will
be required for uplink and downlink transmission, respectively.

III. SYSTEM MODEL

We consider a network, where multiple DBSs are over-
laid within the coverage area of a CBS, as shown in
Fig. 1. In this network, there are Um users randomly dis-
tributed within the coverage area of CBS, denoted as Um =

{1,2, · · · ,Um} and the set of BSs or access points (APs) as
B = {1,2, · · · ,M,︸        ︷︷        ︸

BM

M + 1, · · · ,M + L︸                 ︷︷                 ︸
BL

}, where B represents the

total number of APs such that there are M CBSs operating
at f1 = 2.4 GHz industrial, scientific and medical (ISM) band
and L DBSs within each CBS, where L is the number of
DBSs operating at f2 = 26 GHz and f3 = 60 GHz, such that
B = BM ∪ BL . The number of subcarriers at each frequency

band f1, f2 and f3 are denoted by N1, N2 and N3, respectively.
The notations used throughout this paper are outlined in Table
I. The CDSA approach can be further classified into two cases:
• Case 1: The CBS supports the CP only, while the DBS

supports the DP.
• Case 2: The CBS supports the CP as well as DP, while

the DBS supports the DP.
In this work, we focus on Case 2 from the radio resource
management perspective. The CBS transmits directly to the
user by using 2.4 GHz band. The DBSs are assumed to posess
the capability to operate at 26 and 60 GHz bands. We assume
time division duplexing (TDD) scheme, allowing the BS to es-
timate channel parameters due to channel reciprocity. We start
by first defining the initial access model and determining the
beamforming gains observed at different modes of operation.
Next, the normalized end-to-end achievable rate and power
consumption model are presented.

A. Antenna Characteristics and the Initial Access

The transmitter and receiver undergo a beam training pro-
cedure to gain maximum benefit from the antenna gain in the
main lobe and establish the best mmWave link. In the first step,
the transmitter and receiver identify the sector level beams by
using pilot transmissions. In the next step, the optimal beams
are identified from within the selected sector. Narrow beams
could lead to higher antenna gains, but at the cost of higher
beam training overhead [25]. In this work, we assume that
sector level beam alignment has already been established as
part of routing [26]. The sector level beamwidths are given as
ϕl and ϕu for DBS and user, respectively. The time required
for pilot transmission is denoted by Tp . Neglecting the sector
level alignment, the duration of alignment procedure is given
as

τu,l =

⌈
ϕl
θl

] [
ϕu
θu

⌉
Tp for DBS, (1)

where d.e represents the ceiling function which returns the
smallest following integer and θl and θu denote the beam-level
beamwidths of DBS and user, respectively. The beamforming
gain at a user u is given by [27]

G(θu) =


2π
θu

(
γ
γ+1

)
main lobe ,

2π
2π−θu

(
1
γ+1

)
side lobe ,

(2)

where γ models the front-back ratio, i.e., γ = 2π
Co (2π−θu ) , Co is

a constant that is taken as 10 dB [27]. The completion of the
beamforming phase marks the start of the data transmission
phase. The alignment period τu,l should be less than T , where
T is the total time slot duration. Although lower beamwidth
could provide high directivity, there is a physical constraint to
the minimum value of beamwidth depending on the antenna
configuration. In this work, we assume that the antenna pat-
terns are approximated by the sectorized beam pattern, where
constant main lobe gain is observed. For the DBS, we assume
a high front-to-back ratio, γ, and zero side lobe gain, whereas
the main lobe gain is G(θl) = 2π

θl
.
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B. Problem Formulation

In the proposed model, the user has the option to associate
with any AP from CBS or DBSs, depending on the QoS crite-
ria. The rate formulation involves the analytical expressions for
the downlink transmission through all the APs. To characterize
the rate observed at the user, we define the received SINR
of the uth user served directly by CBS m ∈ BM at the nth

subcarrier as

Γ
f
m,u =

hm,u,nG(θu)Pm,u,n

(
λ f

4π

)2
d−αf
u,m

N0 + Iu,n
, f ∈ F , (3)

where Pm,u,n is the power allocated for the uth user on the nth

subcarrier of the mth CBS and is given by Pm,u,n ∈ (0,Pmax
m

]
for the case when the user occupies the nth subcarrier of the
mth CBS and otherwise it is zero, Iu,n is the total interference
at the uth user on the nth subcarrier from the other CBSs
operating at the 2.4 GHz band, N0 is the noise power, λ f is
the wavelength of 2.4 GHz band, αf is the pathloss exponent
of 2.4 GHz band, du,m is the distance between the mth CBS
and the uth user, and hm,u,n is the channel gain.

The mmWave signals undergo penetration losses to physical
structures such as buildings. For example, the authors in
[28] present the penetration loss measurements for indoor
environments due to different materials such as glass doors,
walls and steel. The impact of antenna polarization at the
transmitter and the receiver is also quantified. For example,
the average penetration loss incurred by the walls when
both the transmitter and the receiver antennas are vertically
polarized is 10.6 dB, while the penetration loss in case where
transmitter antenna is vertically polarised and receiver antenna
is horizontally polarized is found to be 11.7 dB. The severe
penetration loss due to obstacles is one of the limiting factors
observed in the mmWave based transmission links and leads
to different LoS and NLoS path loss characteristics. Highly di-
rectional communications are used for mmWave links to avoid
the penetration losses. In this work, we consider both LoS
and NLoS links by modeling the blockages as a rectangular
Boolean scheme as in [29]. The LoS probability function is
denoted by P(d) and is defined as

P(d) = e−yd, (4)

where d is the distance between the transmitter and the
receiver, y is a parameter dependent on the distribution and
size of the blockages, and 1/y is the average LoS range of
the network. We assume Nakagami fading for mmWave links,
where the path loss exponent αf and the shadowing for LoS
and NLoS differ and are denoted by parameter XLoS

mmW and
XNLoS
mmW , respectively. The SINR of users served directly by

DBS over 26 GHz and 60 GHz mmWave band is given as

Γ
f
l,u
=

hl,u,nG(θu)Pl,u,n

(
λ f

4π

)2
d−αf

u,l

N0 + Iu,n
, f ∈ F , (5)

where Pl,u,n is the power allocated for the uth user on the
nth subcarrier of the lth DBS and is given by Pl,u,n ∈ (0,Pmax

l

]
for the case when the user occupies the nth subcarrier of the
lth DBS and otherwise it is zero, Iu,n is the total interference

at the uth user on the nth subcarrier from the other DBSs, N0
is the noise power, λ f is the wavelength of mmWave (26 GHz
or 60 GHz), αf is the pathloss exponent, du,l is the distance
between the lth DBS and the uth user, and hl,u,n is the channel
gain.

In this work we assume that the the mmWave DBSs are
deployed such that the inter-tier interference is negligible.
SINR expressions in (3) and (5) are useful in defining the
end-to-end rate observed at the user when served by CBS and
DBS.

We proceed with defining the achievable rate of the user
when served by different BSs. The normalized maximum
achievable rate of the user u served by CBS m is defined
as

Cm,u =
∑
Sm

ρ
(n)
m,uwu

[
log2

(
1 + Γ fm,u

)]
=

∑
Sm

ρ
(n)
m,uC(n)m,u,

(6)

where Sm = {n,u,m|n ∈ N ; u ∈ Um; m ∈ BM }.
The achievable rate of the user u served via direct link by

DBS is defined as

Cl,u =
∑
Sm

(
1 −

τu,l

Tt

)
ρ
(n)
l,u

wu

[
log2(1 + Γ

f
l,u
)

]
=

∑
Sm

Cn
l,u

(7)

The beamforming overhead τu,l impacts the achievable rate
at the user, where the transmissions take place only after the
initial connection setup, which leave a portion of the total time
slot Tt for transmission.

Now, we define the total normalized achievable rate for each
user u, which is given by

Cu =
{
µuCl,u + (1 − µu)Cm,u

}
, (8)

where µu ∈ {0,1} is a binary parameter, where µu = 1 denotes
direct transmission through DBS and µu = 0 denotes direct
transmission through CBS. This binary parameter defines the
mode selection of the user, where we will show later that
the users are associated with a particular AP based on a
multi-objective optimization problem. The normalized system
throughput over bandwidth is then defined as

Ctotal =
∑

u∈Um

Cu, (9)

which also represents the SE of the network.

C. Power Consumption Model

The total power consumption of the transmissions is denoted
by Ptotal, which is equal to the sum of total circuit power, PC,
and the total power consumed by the network Pt . To determine
the expression for Pt , we first define the total power consumed
for each user u ∈ Um as

Ptu = µu
∑
Sm

ρnl,uptot ,l︸              ︷︷              ︸
Pl
t

+ (1 − µu)
∑
Sm

ρnm,uptot ,m︸                        ︷︷                        ︸
Pm
t

(10)
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where ptot ,m = Pm,u,n and ptot ,l = Pl,u,n are the total powers
consumed by CBS and DBSs, respectively. The total power
consumed for transmissions is defined as

Pt =
∑

u∈Um

Ptu . (11)

Now, we define the total power consumption as Ptotal =

Pc + ηPt , where 1/η is the power amplifier efficiency. The
circuit power PC is a combination of the power consumed
by phase shifters, radio frequency (RF) chains, and amplifiers
[30]. The total power consumption helps in quantifying the
EE of the network, which is defined as the transmitted bits
per unit energy, i.e.,

EE =
Ctotal

Ptotal
. (12)

IV. RESOURCE ALLOCATION PROBLEM FORMULATION

The performance objective is to maximize two factors, the
SE and the EE, which poses a problem involving two factor
tradeoff.

A. Multi-objective optimization problem formulation

The resource allocation problem under minimum rate re-
quirement for each user is given as

P1 max
(ρ,p)

∑
u∈Um

Cu (13a)

max
(ρ,p)

− Ptotal (13b)

s.t. (13c)
C1 : Cu ≥ Cmin ∀u ∈ Um (13d)
C2 : Pm

t ≤ Pmax
m ∀m ∈ BM (13e)

C3 : Pl
t ≤ Pmax

l ∀l ∈ BL (13f)
C4 : ptot ,mode ≥ 0 ∀n,u,mode ∈ {m, l} (13g)
C5 : µu ∈ {0,1}∀u ∈ Um (13h)
C6 : ρnm,u, ρ

n
l,u ∈ {0,1} (13i)

where p = {ptot ,mode} and ρ = {ρnmode,u}. Constraint C1
ensures that the user rate is greater than Cmin. The restriction
that users should maintain a minimum data rate Cmin is im-
portant for practical network operation. Constraint C2 signifies
that the maximum transmit power of a CBS doesn’t exceed
a threshold. Similarly, constraint C3 is the maximum transmit
power constraints for DBS. Constraint C4 ensures that total
power consumed is greater than zero. Constraint C5 ensures
that the user is connected with a particular mode, i.e., direct
mode through CBS or DBS. Constraint C6 signifies subcarrier
selection for each mode.

B. Solution of Optimization Problem

The objective function in (13) can be used to analyze the
EE-SE tradeoff of the network. The multi-objective optimiza-
tion problem of (13) can be transformed into single objective

optimization problem by using the weighted Tchebycheff
method [31] and normalizing the two objectives as

P2 Φ C tot

Rnorm
− (1 − Φ) Ptot al

Pnorm
(14a)

s.t. C1 − C6 (14b)

where Φ ∈ [0,1] assigns the weight to each objective,
i.e., Φ = 0 signifies that the objective reduces to power
minimization problem, while with Φ = 1 the objective reduces
to rate maximization problem. As each objective has a different
magnitude, we normalized them to ensure consistency in the
comparison. Normalization ensures that the Pareto optimal
solution is consistent with the weights assigned. As the MOO
problem comprises of two conflicting objectives, the Pareto
optimal solution provides the best values for these objectives.

Proposition 1. For any weighting parameter Φ, (14) is a
convex optimization problem.

Proof. See Appendix �

Next, we relax the constraints C1-C3 to determine the LDD-
based solution. We now derive the optimization solution to the
multi-objective problem in P2 given as

L(ρ, p,λu,Xm,Yl ) = Φ
Ctot

Rnorm
− (1 − Φ)

Ptotal

Pnorm

−
∑

u∈Um

λu(Cmin − Cu) − Xm(Pm
t − Pm

max)

− Yl (Pl
t − Pl

max)

(15)

where λu = {λ1, λ2, λu} ∀u ∈ Um, Xm = {X1,X2,Xm} ∀m ∈
M , Yl = {Y1,Y2, ..Yl} ∀l ∈ L are Lagrange multiplier vectors
corresponding to the constraints C1, C2 and C3, respectively.
The function presented in (15) is a convex optimization
problem, which means that the duality gap between primal
and dual solutions is zero and solving its dual problem is the
same as solving the original problem. The Lagrangian dual
function for (15) is given as

q(λu,Xm,Yl ) = max L(ρ, p,λu,Xm,Yl ) (16a)
s.t . C4 − C6 (16b)

The corresponding dual optimization problem is then denoted
by

min
(λu ≥0,Xm ≥0,Yl ≥0)

q(λu,Xm,Yl ) (17a)

s.t . C4-C6 (17b)

We now proceed with finding the optimal power allocation
by applying the Karush-Kuhn-Tucker (KKT) condition, which
involves computing the derivative of the Lagrangian function
defined in (16) and setting it to zero. The optimal power
allocation then contributes in finding the optimal subcarrier
pair allocation. Lemma 1 defines the expressions for optimal
power allocation.

Lemma 1: The optimal power allocation is given as

Pl,u,n =
[
m1 −

1
Hn

1

]+
, (18a)

Pm,u,n =
[
m2 −

1
Hn

2

]+
, (18b)
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where [x]+ corresponds to max{0, x} and

m1 =
(1 − τu ,l

Tt
)wuHn

1 (Φ + λRnorm)Pnorm

(YmPnorm + (1 − Φ)η)(ln(2)Rnorm)
, (19a)

m2 =
wuHn

2 (Φ + λRnorm)Pnorm

(XmPnorm + (1 − Φ)η)(ln(2)Rnorm)
, (19b)

and Hn
1 =

hl ,u ,nG(θ)
( λ f

4π

)2
d
−α f
u ,l

N0+Iu ,n
, Hn

2 =
hm,u ,nG(θ)

( λ f
4π

)2
d
−α f
u ,m

N0+Iu ,n

Proof. See Appendix �

Now, we define ϕBn as the impact factor of the link (n,B)
to L(ρ, p,λu,Xm,Yl ). For example, for CBS mode the impact
factor is given as

ϕBM
n =

(Φ − λu)

Rnorm
−

[
(1 − Φ)η

Pnorm
+ Xm

]
Pm,u,n, (20)

which can be easily found through expanding the expression
given in (15) and taking common all the factors related to
CBS mode. A similar process is applied to find impact factor
of transmissions through DBS, which is denoted by ϕBL

n .
The impact factor allows the fragmentation of the original
Langragian function given in (15) into (M + L + N2) sub-
problems which is denoted by

L(ρnmode,u,PB,u,n, λu,Xm,Yl) = ϕBn ρ
n
B,u . (21)

To maximize L(ρ, p,λu,Xm,Yl ), the subcarrier n is allocated
to AP-user pair with maximum achievable value of ϕBn .

The optimal solution to (15) can be obtained by using the
sub-gradient method, where the dual variables are updated as

λk+1
u = [λku + ω

k(Cmin − Cu)]
+,u ∈ Um (22a)

Xk+1
m = [Xk

m + Λ
k(Pm

t − Pm
max)]

+,m ∈ Bm (22b)

Y k+1
l = [Y k

l + Υ
k(Pl

t − Pl
max)]

+, l ∈ Bl (22c)

where ω,Λ,Υ are the diminishing step sizes at the k th iteration.
The convergence to the optimal solution is guaranteed if a
smaller diminishing step size is chosen [32]. Algorithm 1
provides a summary of the proposed LDD-based resource
allocation algorithm.

Algorithm 1 : Joint resource allocation and mode selection
1: Initialize the dual variables λu , Xm,Yl and generate fading

gains, H parameters
2: For subcarrier pair n and AP B, determine the optimal

power allocation by using (18), for the given dual variable
3: Update the dual vector λu , Xm,Yl using sub-gradient

method in (22)
4: Repeat steps until the algorithm converges

V. SIMULATION RESULTS

In this section, we evaluate the proposed approach and
present the system performance, where the Matlab simulation
parameters are given in Table II. We analyze Case 2 of CDSA,
where the CBS provides both the control plane and data plane,
while the DBS only provides the data plane. The DBS operates

TABLE II: Simulation Parameters

Parameter Value Parameter Value
αLoS
f

2 Co 10 dB
αNLoS
f

4 [N1, N2, N3] [100, 192, 192]
αµW 2.7 ϕl 90
1/y 141.4 m ϕu 90
Std(XLoS ) 4 dB θl 45o
Std(XNLoS

mmW ) 7.2 dB θu 30o

Std(XLoS
mmW ) 5.2 dB No -174 dBm/Hz

at both unlicensed mmWave band, 26 GHz, and licensed
mmWave band, 60 GHz. In the simulation environment, we
assume 6 DBSs located within the geographical coverage
region of a single CBS with randomly distributed devices
within the region of interest. The maximum transmission
ranges of the CBS and the DBSs are assumed to be 1 km and
100 m, respectively. A maximum of ten devices are assumed
within the coverage area of a DBS. Moreover, the number
of devices outside the coverage area of DBSs and distributed
within the coverage area of CBS is also assumed to be 10. The
links operating at the sub-6 GHz band follow Rayleigh small-
scale fading, whereas Nakagami fading is assumed for the
links operating at mmWave bands. The total time slot duration
is assumed to be 65,535 µs, which is a combination of the
alignment time and the data transmission time [15]. The pilot
transmission time for beam alignment phase is considered to
be 20 µs, where the pilot transmission time is always less than
the total time slot duration.

For the sake of analysis, we consider average traffic load
at the DBS and we divide a whole day into 24 equal time
intervals, where each interval has a duration of one hour, i.e.,
t ∈ {t1, t2, · · · , t24}. Self-learning traffic prediction mechanism
is employed to predict the average traffic load using the
historical call data records. A support vector machine (SVM)
regression model is utilized and the historical data is segre-
gated into the training and testing datasets. The training dataset
is used in the prediction module to predict the average traffic
load for each DBS. The traffic prediction module ascertains the
accuracy of the prediction mechanism by utilizing the testing
dataset. For the sake of analysis, we assume a constant value
of the traffic load between two time intervals. The devices are
assumed to be moving randomly with the speed of 3 km/hr.
The movement of the devices is assumed to be restricted within
the DBSs and CBSs coverage region.

Before proceeding with the EE/SE analysis, we describe
two blockage models, Blockage Model 1 (BM1) and Blockage
Model 2 (BM2), for analyzing the dual-band mmWave DBS.
In BM1, the link between the user and the DBS is considered
LoS if the user falls within a critical radius RC around the
DBS. The users outside the RC are considered to be NLoS
users [33]. In BM2, the status of the user as a LoS or NLoS is
decided on the basis of LoS probability function that depends
on the distance between the user and the DBS [29]. Fig. 2a and
Fig. 2b present the achievable rates for DBS1 based on BM1
and DBS2 based on BM2, at different LoS and NLoS path loss
exponent αLoS

f
and path loss exponent αNLoS

f
, respectively.

The maximum range of each DBS is 100 m and Rc = 50m.
It can be seen that BM1 leads to lower achievable rate at
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Fig. 2: Achievable rate for different LoS and NLoS path loss
exponents for DBS1 and DBS2.

DBS1 as compared to BM2 at DBS2. The main reason for
lower achievable rate of BM1 is due to the fact that all the
users falling outside Rc are considered to be NLoS, which
might not always be true. BM2 uses the probability function
to determine if the user is LoS or NLoS, thereby providing a
more practical approach towards evaluating the network. We,
therefore, evaluate the rest of our results by utilizing BM2.

It is assumed that there are N1 resource blocks (RBs)
exclusively reserved for the CBS operating at f1 band based
on its operating bandwidth, whereas the total number of RBs
at DBSs operating at f2 and f3 bands are assumed to be N2 and
N3, respectively. The total number of RBs at the CBS can be
divided into two orthogonal sub-partitions, namely as N (DBS)

1
and Ñ1. N (DBS)

1 is the set of RBs reserved exclusively for the
unserved devices covered by the DBSs while initiating the data
connections with the CBS. Ñ1 can be further repartitioned into
N (CBS)

1 and N (con)1 , where N (CBS)
1 is the set of RBs that serve

the devices that are provided data coverage by the CBS, and
N (con)1 is the set of RBs reserved for the control and signaling
mechanisms of the CBS. For the simplicity of the analysis,
we define the proportion of the RBs reserved by the CBS

for providing data transmission to the unserved devices lying
within the DBS by χ =

NDBS
1
N1

. Similarly, the proportion of
the RBs reserved by the CBS for providing data transmission

to the unserved devices lying within the CBS by β =
N
(CBS)
1
Ñ1

.
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Fig. 3: SE versus EE and outage probability comparison
between single-band and dual-band scenarios

In Fig. 3a and Fig. 3b, we present the comparison between
the single-band and dual-band cases. It can be observed from
Fig. 3a that single-band case provides a better performance
in terms of EE and SE as compared to the dual-band case
for both scenarios of β = 50% and β = 80%. However,
Fig. 3b reveals that the single-band case has higher outage
probability as compared to the dual-band case. For instance,
at the same achievable SE of 10 b/s/Hz, the performance of
single band case is 47% worse than dual-band case in terms
of outage probability. This highlights the fact that for single
band case more users are in outage as compared to the dual-
band case, making the dual-band a fair approach as compared
to the single band case. It is important to ensure that the
users in the network experience a lower outage probability,
thereby enhancing network reliability. The outage probability
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is defined as the probability of the user’s rate falling below a
minimum threshold Rmin, where Rmin = 0.1 Gbits/s.

Fig. 4 presents the comparison between the proposed LDD-
based scheme and the maximal-rate (maxRx), dynamic sub-
carrier allocation (DSA) [34] and joint power and rate adapta-
tion (JPRA) [35]. The aforementioned schemes are discussed
in the following. The priority of the objectives is dynamically
tuned to show the EE-SE tradeoff, which corresponds to the
Pareto optimal solution at χ = 50% and several values of
β. The results in Fig. 4 are presented for the 5th measuring
time interval denoted by t5. The maximum number of users
served by the DBS are assumed to be 10. The traffic pre-
diction module is utilized to predict the average traffic load,
i.e., LDBS = [50% 30% 30% 60% 20% 30%] at t5, where
LDBS = 100% signifies that the particular DBS is serving all
10 users at the particular time interval. Similarly, LDBS = 50%
denotes 50% loading, i.e., DBS is serving 5 users out of a total
of 10.

• Maximal-rate (maxRx): In this scheme, the first step is
based on assigning all the sub-carriers with equal transmit
power. This step is based on the assumption of equal
water-filling level for all users. In the next step, the sum
rate is maximized by conducting sub-carrier allocation
with the BSs. This scheme leads to a single objective
problem, where the achievable EE and SE at χ = 50%
and several values of β is shown in Fig. 4. If we observe
at χ = 50%, β = 50%, MaxRx scheme provides a
higher SE but a lower EE as compared to the LDD-based
scheme. This behavior is a result of the higher power
consumption by MaxRx scheme. However, if we observe
at β = [60% 70% 80%], MaxRx scheme provides lower
SE and EE as compared to LDD-based scheme.

• Dynamic sub-carrier allocation (DSA): In the first,
the worst sub-carriers are eliminated from the total pool
of sub-carriers. Next, the remaining sub-carriers are as-
signed equal transmit power. The process is reduced to
a single objective problem. The sum rate is maximized
by conducting the user and sub-carrier allocation. It can
be observed from Fig. 4 that the LDD-based scheme
provides a higher SE and EE, as compared to the DSA
scheme.

• Joint power and rate adaptation (JPRA): In the first
step of JPRA, the worst sub-carriers are eliminated and
the power associated with eliminated sub-carriers is added
to the total available power. The total power is then
distributed among the remaining sub-carriers. In this
scheme, fixed sub-carrier allocation is considered while
the power allocation is conducted by employing multi-
level water-filling approach. The aim is to maximize the
total number of bits transmitted at each sub-carrier. JPRA
leads to a lower SE and EE as compared to the LDD-
based scheme. In JPRA, the network capacity is adversely
affected by the sub-carrier elimination, which leads to a
lower SE and EE.

In Fig. 4, if we observe the Pareto frontier curve results for
LDD-based scheme, we can see that an increase in the SE
results in an increase in the EE. This trend is observed up to
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Fig. 4: Energy-efficiency versus spectral-efficiency with
χ = 50% and β = [50% 60% 70% 80%] at the
measuring time interval t5, average traffic load LDBS =
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(χ, β) at measuring time interval t1, average traffic load
LDBS = [40% 25% 30% 45% 50% 35%]

a peak value due to the dominance of circuit power of the
BS as compared to the transmit power. Subsequently, we can
observe a sharp decrease in the EE as compared to the SE as
the power consumption is dominated by the transmit power,
which results in a quasi-concave behavior of EE-SE tradeoff.
The sharp decrease in EE after the peak value highlights that a
small change in SE has a significant impact on the EE, i.e., a
reduction in SE can lead to a sharp increase in the achievable
EE. In the figure, we also highlight the power minimization
point, the EE maximization point, and the SE maximization
point, which are three points of interest with regards to EE-SE
tradeoff. Viewing from a network designer’s perspective, these
points signify the performance regions of the SE-EE tradeoff.

Fig. 5 quantifies the EE versus the different partition
sets (χ, β) at time interval t1. The traffic prediction mod-
ule provides the average traffic load at t1, i.e., LDBS =
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[40% 30% 20% 50% 60% 30%]. It can be observed from
the figure that a maximum EE of 1.45 b/J/Hz is achieved for
the partition set (25%,60%). The EE is also quantified for
different partition sets, higlighting the impact of partition sets
on the achievable EE. In the similar manner, Fig. 6 presents
the SE versus the different partition sets of (χ, β) at t1. For
the partition set (25%,60%), the achievable SE approximately
equals to 11.2 b/s/Hz. It is pertinent to mention that the
SE=11.2 b/s/Hz is not the maximum achievable SE. It is the
achievable SE for the particular partition set that provides the
maximum EE, i.e., 1.45 b/J/Hz at the partition set (25%,60%).
Fig. 5 and Fig. 6 can be used to determine the optimal partition
set (χ, β) for achieving the maximum EE and finding the
corresponding SE for that partition set. Note that the change
in the number of users and the available bandwidth at the CBS
can lead to a change in the optimal partition set.

For the proceeding results, we make a distinction between
the type of users based on the rate requirements. Let Ulow

denote the percentage of users in the coverage area of DBS
that have a low data rate requirement, i.e., users requiring rate
less than 0.1 Gb/s. We consider 100% traffic load at the DBS,
i.e., each DBS has 10 active users. Fig. 7a and 7b shows the
EE that can be achieved for different values of Ulow and β,
for a fixed χ = 50%. It can be observed that the decrease in
the number of low data rate users leads to a decrease in the
EE and SE. This behavior is observed due to the fact that the
number of high data rate users increases as Ulow decreases.
From a designer’s perspective, these results are significant in
identifying the EE and SE that can be achieved for a particular
network setting.

VI. CONCLUSION

In this article, we motivated a new dimension to spec-
trum heterogeneity by analyzing a CDSA-based dual-band
mmWave network. The DBS possesses a dual-band capabil-
ity, operating on 26 GHz unlicensed and 60 GHz licensed
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Fig. 7: SE and EE for different low data rate users.

mmWave band. We presented an overview of the research allo-
cation techniques and discussed the features of CDSA. We also
considered the performance metrics that impact the mmWave
performance such as antenna characteristics and blockage
models. We formulate a multi-objective optimization (MOO)
problem to jointly optimize the conflicting objectives: spectral
efficiency (SE) and energy efficiency (EE). The unique aspect
of this work includes the analysis of a joint radio resource
allocation algorithm based on Lagrangian Dual Decomposition
(LDD) and we compared the proposed algorithm with the
maximal-rate (maxRx), Dynamic sub-carrier allocation (DSA)
and Joint power and rate adaptation (JPRA) techniques. The
results indicated that the LDD-based algorithm outperforms
the aforementioned algorithms in terms of SE and EE. More-
over, we presented a EE-SE tradeoff analysis for the proposed
LDD-based scheme by dynamically tuning the priority of both
the objectives resulting in the corresponding Pareto optimal
solution. The impact of the partition of spectral resources is
quantified in terms of achievable EE and SE.
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APPENDIX

PROOF OF PROPOSITION 1

The function Cum is a concave function of PB,u,n, due to the
concavity of the logarithmic function. The function −Ptotal

depends linearly on PB,u,n, making it a concave function.
The function given in (14) can be regarded as a weighted
Tchebycheff summation of two concave functions.

PROOF OF LEMMA 1

The Karush-Kuhn-Tucker (KKT) condition is applied to the
Lagrangian function. The derivative of L(ρ, p,λu,Xm,Yl ) with
respect to p is set to zero to find the optimal power allocation.

∂L

Pm,u,n
= 0,and

∂L

Pl,u,n
= 0 (23)

The application of KKT condition is based on a similar
process, so we demonstrate the derivation for the CBS direct
mode case only. Constraint C4 ensures that the power is
positive.

⇒
∂L

P(d)
l,u,n

=

(
Φ

Rnorm
+ λu

) (
1 −

τu,l

T

)
×

wu

Hn
2

(1 + P(d)
l,u,n

Hn
2 )ln(2)

−

(
(1 − Φ)η

Pnorm
+ Yl

)
= 0

⇒

(
Φ

Rnorm
+ λu

) (
1 −

τu,l

T

) wu

ln(2)
Hn,n

′

2 =(
(1 − Φ)η

Pnorm
+ Yl

)
(1 + Pl,u,nHn

2 )

⇒

(
Φ+λuRnorm

Rnorm

) (
1 − τu ,l

T

) wu

ln(2)H
n
2(

(1−Φ)η+YlPnorm

Pnorm

) =

(1 + P(d)
l,u,(n)

Hn,n
′

2 )

⇒ Pl,u,(n,n
′
) =
(1 − τu ,l

Tt
)wu(Φ + λuRnorm)Pnorm

(YlPnorm + (1 − Φ)η)(ln(2)Rnorm)
−
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(24)
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