In videoconferencing and video over the mobile phone, the main visual information is found within limited regions of the video. This enables improved perceived quality by region-of-interest coding. In this paper we introduce a temporal preprocessing filter that reuses values of the previous frame, by which changes in the background are only allowed for every second frame. This reduces the bit-rate by 10-25% or gives an increase in average PSNR of 0.29-0.98 dB. Further processing of the video sequence is necessary for an improved re-allocation of the resources. Motion of the ROI causes absence of necessary background data at the ROI border. We conceal this by using a bilinear interpolation between the current and previous frame at the transition from background to ROI. This results in an improvement in average PSNR of 0.44 – 1.05 dB in the transition area with a minor decrease in average PSNR within the ROI.

1. INTRODUCTION

In videoconferencing applications and video over mobile phones, the quality is affected by the limited bandwidth imposed by the channel. Most of the visual information is communicated by particular areas in the video sequence, such as the face. The overall perceived quality can in such cases be improved by focusing on improving quality in these regions-of-interest (ROI) at the expense of the background quality. How can resources be redistributed from the background to the ROI using temporal information independent of the codec?

To reallocate resources, previous research has mainly targeted spatial methods using two main approaches. One controls quantization parameters within the codec [1-3] and the other applies preprocessing using low-pass filtering to remove details [1], [4-5]. The former makes a direct integration with the rate-distortion function possible within the codec but can introduce “blockiness” due to coarse quantization parameters. The latter, on the other hand, avoids codec dependencies by applying pre-filtering, whose resulting error generally is less disturbing.

Temporal approaches include mainly those coding ROI and background in separate layers, enabling a lower frame-rate for the background than the ROI. These approaches are either dependent on using object-based coding within the MPEG-4 standard [6-7], or using special implementations whereby these layers are manually separated and transmitted as two separate sequences [8]. Normally, the latter requires an adaptation on the receiver side, but by ensuring that the bit stream stays conformed to the standard, no modifications are necessary at the decoder [9]. Blocks not affecting the ROI are then skipped by editing the compressed sequence. Earlier codec independent approaches include the temporal filter in [3], which averages out differences between the backgrounds of two frames.
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**Figure 1: The block diagram of our proposed method.**
filtered block is skipped in the predictive encoding since there is no change from the previous frame. A bilinear interpolation of the transition from ROI to background is also introduced in order to deal with problems caused by the non-stationary ROI border.

This paper is organized as follows. First the algorithm is presented in section 2, with a theoretical analysis of the temporal filter in section 3. The results of experiments is found in section 4 followed by the conclusions in section 5.

2. PROPOSED ALGORITHM

The proposed algorithm performs a temporal filtering to achieve a decrease in frame-rate of a factor two in the background without altering the shape of the sequence. An overview of the approach can be found in figure 1. Assume frame number $N = 1, 2, ..., M$. Odd frames are saved in a buffer for later processing but also transmitted directly to the encoder. In the case of even frames, a quality map is determined based on a binary map of the detected ROI as in [4]. Low-pass filtering of the binary detection map results in a quality map $Q$ that contains the location of the ROI and the distance to the border. In the next step, only the pixels $(m, n)$ with $Q(m, n) < 1/A$ as defined in [4], are considered background and therefore filtered. The actual filtering implies that the background pixels of even frames are assigned values from the previous odd frame. The transition from ROI to background is made smoother by using the option to bilinearly interpolate pixels with $0.02 \leq Q(m, n) < 1/A$, using the value of pixel $(m, n)$ in both the even and the previous odd frame.

2.1 THE FILTERING OF THE BACKGROUND

The filtering of the background is performed on a block basis in every even frame. The values of the resulting filtered frame are determined by combining the values from even frames $I_{even}$ with the previous odd frame $I_{odd}$, allowing only the ROI to contain new information. Thus for every block $(p, q)$ in $I_{even}$ the corresponding block in the filtered frame is

$$I_{filt}(p, q) = \begin{cases} I_{even}(p, q), & \text{if } \max(Q(p, q)) \geq 1/A \\ I_{odd}(p, q), & \text{otherwise} \end{cases}$$  \hspace{1cm} (1)

where blocks containing ROI pixels are determined by $\max(Q(p, q)) \geq 1/A$.

The border between the ROI and background is not stationary. This leads to problems similar to those when combining layers in an MPEG-4 decoder [6]. Large movements of the ROI from frame to frame will cause the background in even frames to be assigned values from the ROI in the previous odd frame. (See figure 2.) Artifacts also occur if the current ROI covers the previous background.
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These artifacts are compensated by applying a gradual transition of quality from the ROI to the background. The transition region contains all blocks $(p, q)$, where $0.02 \leq Q(p, q) < 1/A$ is true, since the value of $Q$ indicates distance to the ROI border. Adding bilinear interpolation of this region gives the following modification to the background filter. For every block $(p, q)$ in $I_{even}$, the filtered frame is

$$I_{filt}(p, q) = \begin{cases} I_{even}(p, q), & \text{if } \max(Q(p, q)) \geq 1/A \\ f_{\alpha}(I_{even}, I_{odd}), & \text{if } 0.02 \leq \max(Q(p, q)) < 1/A \\ I_{even}(p, q), & \text{otherwise} \end{cases}$$  \hspace{1cm} (2)

where for each pixel $(m, n)$ belonging to block $(p, q)$ the bilinear interpolation of the transition region $Q \in [0.02, 1/A]$, if $\alpha = A \cdot Q(m, n)$, becomes $f_{\alpha}(B, C) = \alpha \cdot B(m, n) + (1 - \alpha) \cdot C(m, n)$. Bilinear interpolation is chosen based on its simplicity and results in a blurred transition region without sharp artifacts.

3. ANALYSIS

The following assumptions are made for a qualitative analysis of the temporal filter. The bilinear interpolation is not considered. The sequences are encoded using the JM 10.1 H.264 codec for the High Profile [10], including the adaptive context-based arithmetic coding (CABAC) [11]. The sequence consists of only one I-frame followed by $M - 1$ P-frames. The motion of the background is assumed to be uniform. For each background macro-block in an even frame $N = 2k$ that is used as a reference to a macro-block in frame $N = 2k + 1$, there exists a corresponding reference macro-block in the previous odd frame $N = 2k - 1$. Furthermore, the number of motion vectors assigned by the codec to each macro-block in frame $2k + 1$ is equal to the number of motion vectors in the referenced macro-blocks in frames $2k$ and $2k - 1$.

Under these assumptions, the codec skips all background macro-blocks in frame $2k$ because there is no
change from frame $2k-1$. Thus no bits are assigned by the codec to describe the type of prediction, motion vectors or prediction error.

The non-filtered frame $2k+1$ has approximately the same number of bits describing the type of the prediction within each macro-block as when coding the original sequence. If there are $T$ macro-blocks in one frame, the total length of all background motion vectors in filtered frame $2k+1$ becomes

$$
\sum_{l=0}^{T-1} \left\| m_{2k+1,l,0} \right\| \leq \sum_{l=0}^{T-1} \left( \left\| m_{2k,l} \right\| + \left\| m_{2k+1,l} \right\| \right),
$$

(3)

where $m_{2k+1,l,0}$ is the total of motion vectors in each block of the filtered sequence of frame $2k+1$ and $m_{2k,l}$ is the corresponding motion vectors of the original sequence of frame $N$. The assumption of uniform motion implies approximately equal motion vectors in frame $2k$ and $2k+1$ of the original sequence, which leads to

$$
\sum_{l=0}^{T-1} \left\| m_{2k+1,l,0} \right\| \approx 2 \cdot \sum_{l=0}^{T-1} \left\| m_{2k,l} \right\|.
$$

(4)

Depending on the previously encoded motion vectors, which include those in the ROI, CABAC adapts to probabilities in the filtered sequence. For motion vectors where $\left\| m_{2k,l} \right\| > 9$, the prefix “9” is encoded using the adaptive context-based arithmetic coding, as all motion vectors with $\left\| m_{2k,l} \right\| \leq 9$. The suffix consisting of $\left\| m_{2k+1,l,0} \right\| - 9$ is encoded by applying a 4th order Exponential Golomb code, which has an exponential growth of number of code words with increasing length. Coding two equal length motion vectors gives a larger total codeword length than when only one twice as long motion vector is coded. This means that the cost in bits to encode the motion vectors of frame $2k+1$ in the filtered sequence is less than total cost in frame $2k$ and $2k+1$ for the original sequence, since there are no motion vectors in frame $2k$.

The coding of the prediction error does not decrease the coding efficiency, since the prediction error of frame $2k+1$ is smaller or equal to the total prediction error of frame $2k$ and $2k+1$.

4. EXPERIMENTAL RESULTS

The QCIF sequences carphone, foreman and closeup for 10 fps and 15 fps were used in the tests. The sequence closeup was created by the authors of the paper and consists of a close-up of a face with a panning outdoor background. The parametric model presented in [12] with experimentally determined thresholds at 30 % (carphone), 32 % (foreman) and 34 % (closeup) gave a binary detection map. This was used as a base for $Q$. In percent of the frame the average sizes of the ROI are 32% (carphone), 25% (foreman) and 33% (closeup). Two versions of the background filtering were tested, method 1, utilizing the background filtering in eq. (1) and method 2, including the bilinear interpolation as in eq. (2). The used quality measures for the compressed sequences were either bit-rate or average PSNR in ROI and transition region, respectively, calculated from the intensity component:

$$
PSNR = \frac{1}{M} \sum_{j=1}^{M} 10 \log_{10} \frac{255^2}{\overline{\sigma}^2_{e,j,\text{area}}},
$$

(5)

where $\overline{\sigma}^2_{e,j,\text{roi}}$ and $\overline{\sigma}^2_{e,j,\text{trans}}$ are the variance of errors for blocks containing pixels with $Q \in [1/4,1]$ (ROI), $A = 3$, and $Q \in [0.01,0.5]$ (transition region), respectively. For the bilinear interpolation the linear function $\alpha = A \cdot Q(m,n)$ was compared to two alternatives, $\alpha = \sqrt{A \cdot Q(m,n)}$ and $\alpha = (A \cdot Q(m,n))^2$. Tests showed that $\alpha = A \cdot Q(m,n)$ is a good compromise, which gives both an increase of quality in the transition region and a limited decrease of the quality in the ROI. The alternative methods favor either the transition region or the ROI and thus $\alpha = A \cdot Q(m,n)$ is applied in the tests.

<table>
<thead>
<tr>
<th>Table 1: Bitrate (kbps) for Qp = 28</th>
</tr>
</thead>
<tbody>
<tr>
<td>Framerate</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>Original</td>
</tr>
<tr>
<td>10 fps</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>15 fps</td>
</tr>
<tr>
<td>2</td>
</tr>
</tbody>
</table>

Temporal filtering alone (method 1) saves about 25 % in bit-rate when using a fixed quantization parameter $Qp = 28$. (See table 1.) The exception is for the foreman sequence where the decrease is 10 %, mainly because of the low motion content in the background compared to the ROI. Introducing bilinear filtering (method 2) causes a decrease in bit-rate of 21 % for carphone, 15 % for closeup and 6 % for foreman. The large decrease for the closeup sequence is partially because of misdetections in the skin color detection.

Tests were also performed with a fixed bit-rate by choosing the rate control option of the codec. At 64 bps and 10 fps an improvement within the ROI of 0.98 dB (carphone) and 0.29 dB (foreman) is obtained for method 1.
A similar improvement was achieved for 15 fps. This is a moderate improvement compared to the decrease in bit-rate when the quantization parameter was fixed. The resources released by the temporal filtering when employing a fixed bit-rate are used by the codec to decrease the error in each frame and particularly the coding of the error after the motion compensation. The released resources are therefore used in the complete image unless some additional control is added.

Table 2: Average PSNR (dB) for 10 fps

<table>
<thead>
<tr>
<th>Framerate</th>
<th>Method</th>
<th>Carphone</th>
<th>Foreman</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ROI</td>
<td>Border</td>
<td>ROI</td>
</tr>
<tr>
<td>Original</td>
<td>36.16</td>
<td>37.11</td>
<td>36.18</td>
</tr>
<tr>
<td>64 fps</td>
<td>38.14</td>
<td>34.27</td>
<td>36.47</td>
</tr>
<tr>
<td>2</td>
<td>38.08</td>
<td>35.02</td>
<td>36.32</td>
</tr>
<tr>
<td>Original</td>
<td>34.10</td>
<td>33.83</td>
<td>32.72</td>
</tr>
<tr>
<td>32 fps</td>
<td>34.88</td>
<td>32.23</td>
<td>32.93</td>
</tr>
<tr>
<td>1</td>
<td>34.84</td>
<td>32.78</td>
<td>32.85</td>
</tr>
</tbody>
</table>

Table 3: Average PSNR (dB) for 15 fps

<table>
<thead>
<tr>
<th>Framerate</th>
<th>Method</th>
<th>Carphone</th>
<th>Foreman</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ROI</td>
<td>Border</td>
<td>ROI</td>
</tr>
<tr>
<td>Original</td>
<td>35.89</td>
<td>35.70</td>
<td>35.09</td>
</tr>
<tr>
<td>64 fps</td>
<td>36.86</td>
<td>35.02</td>
<td>35.43</td>
</tr>
<tr>
<td>2</td>
<td>36.80</td>
<td>34.32</td>
<td>35.35</td>
</tr>
<tr>
<td>Original</td>
<td>33.00</td>
<td>32.1</td>
<td>31.68</td>
</tr>
<tr>
<td>32 fps</td>
<td>33.74</td>
<td>31.70</td>
<td>31.99</td>
</tr>
<tr>
<td>1</td>
<td>33.77</td>
<td>32.14</td>
<td>31.92</td>
</tr>
</tbody>
</table>

Table 2 and 3 also show that adding bilinear interpolation to the temporal filter improves the average border PSNR with 0.44 – 0.75 dB (carphone) and 0.53-1.05 dB (foreman). This is achieved with only a minor decrease in average PSNR of the ROI.

The temporal filtering may cause jerkiness in the background for low frame-rates. This could be improved by post-processing, but it is out of the scope of this paper.

5. CONCLUSION

We have presented a temporal pre-processing approach that filters a video sequence temporally by using values from previous frames to cause the encoder to skip macro-blocks in the background for every second frame. This decreases the bit-rate of 10-25 %, assuming fixed quantization parameters, compared to the original sequence. At a fixed bit-rates of 32 kbps and 64 kbps, this results in an increase of average PSNR of 0.29-0.98 dB. Additional methods, such as low-pass filtering of the background, are required to optimize the reallocation to the ROI. Bilinear interpolation of the transition area is also applied to reduce border problems due to large movement of the ROI. This gives an improvement in average PSNR of 0.44 – 1.05 dB of the transition area without a noticeable quality reduction in the ROI.
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